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NCRI/O Chip Specifications

M.1 NCR89C100 (MACIO)

The NCR Corporation Master I/O Controller device 89C100 specifications
(including functional block specifications) are in this appendix. This device is
also known by the Sun Microsystems code name MACIO (MAster Controller
I/0). Use this specification to determine the operating parameters of the
device.

The NCR documentation included here is accurate as of the date of release of
the SPARCengine EC OEM Technical Manual. Please call NCR to ensure that
you have the most current documentation. Please use caution in developing
plans on this information until you confirm it is the latest information
available.

‘M.2 NCR89C105 (SLAVIO)

The NCR Corporation Slave I/O Controller 89C105 specifications (including
functional block specifications) are in this appendix. This device is also known
by the Sun Microsystems code name of SLAVIO (SLAVe controller I/O). Use
this specification to determine the operating parameters of the device.

The NCR documentation included here is accurate as of the date of release of
the SPARCengine EC OEM Technical Manual. Please call NCR to ensure that
you have the most current documentation. Please use caution in developing
plans on this information until you confirm it is the latest information
available.
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Product Disclaimer

The NCR SBus I/O Chipset (NCR89C100 and NCR89C105) and NCR SBus
Demonstration Board were NOT designed as fault-tolerant devices and are NOT
designed or intended for use or resale in or as on-line control equipment in hazardous
environments requiring fail-safe performance, such as in the operation of nuclear
facilities, aircraft navigation or communication systems, air traffic control, direct life
support machines or potentially life-threatening devices, systems or procedures (e.g.
devices used in medical diagnostic applications, used in life-sustaining equipment,
used in connection with surgical or other intrusive procedures, or otherwise used to
support or sustain life or implement medical procedures), or weapons systems, in
which the failure of Products could lead directly to death, personal injury, or severe
physical or environmental damage ("High Risk Activities"). NCR specifically disclaims
any express or implied warranty of fitness for High Risk Activities.
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About this Version
This is Revision 1.0 of the NCR SBus 1/0 Chipset Data Manual.

The areas that were updated from the previous version are as follows:

NCR89C100 Master 1/0 section

¢ Additional timing diagrams were added.
¢ Packaging information was added.
¢ Operating conditions, AC and DC characteristics were updated.

NCR89C105 Slave 1I/0 section

¢ Existing timing diagrams were modified.

¢ Additional timing diagrams were added.

¢ Packaging information was added.

¢ Operating conditions, AC and DC characteristics were updated

NCR53C9X SCSI Core

* Specification was updated to include enhanced feature set.

Application Notes

¢ Additional information on I/0O Demonstration Board was included.
¢ The “Frequently Asked Questions” section was expanded.
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Overview

NCR89C100
Chip Specification

The NCR89C100 is designed for low-cost, SBus-based systems. It incorporates stan-
dard workstation I/O devices with a DMA controller in a single 160-pin PQFP pack-
age, providing cost, area, and power savings over discrete implementations.

The 89C100 provides three special purpose SBus DMA channels that are commonly
used on SPARC® platforms: Ethernet, SCSI, and Parallel Port. It consists of three
major logic blocks: DMA2, ENET, SCSI as well as an additional TEST block. The
DMAZ2 block provides internal buffering for each of its three channels in the form of a
cache for the ENET interface and fifos for the SCSI and Parallel Port interfaces. It
also provides control/status registers for each channel, plus several SCSI/PPORT-spe-
cific support registers, and a write buffer for slave accesses to the ENET. The DMA2
block design is based on the L64853! ASIC design with the addition of a programma-
ble, Centronics-type parallel port. It incorporates a number of new features for
increasing performance and allowing different modes of operation necessary for future
desktop systems. The ENET block is based on the NCR92C990 Application Specific
Function (ASF) which is a superset of (and fully backwards compatible with) the
AM79902 previously found on SPARCstations. The SCSI block is based on the
NCR53C9X3 ASF which is a superset of (and fully backwards compatible with) the
NCR53C90A also found on SPARCstations. The TEST block contains the JTAG TAP
controller, JTAG boundary scan cells, ASF test muxes and some ancillary glue logic.

The 89C100 interfaces directly to the SBus with no additional glue logic. Together,
with the 89C105 (slave I/O), it provides the core SPARCstation I/O subsystem.

This document reflects the integrated nature of the 89C100. This section,
“NCR89C100 Master I/O”, covers the chip as a whole and describes pinout informa-
tion, test muxing, chip-level block diagrams and address map, and electrical and
mechanical characteristics. The TEST block is described in detail, but DMA2, ENET,
and SCSI blocks are only introduced and a list of differences from their discrete imple-
mentations is given. The full specifications for those discrete implementations follow
in the next three sections: “DMA2 DMA Core,” “NCR92C990 Ethernet Core,” and
“NCR53C9X SCSI Core”. These specifications cover functional descriptions and theory
of operations.

1. LSI Logic Corp.

2. Advanced Micro Devices, Inc.
3. The NCRb3C9X is identical to the FAS101 licensed from Emulex Corporation.

Rev. 1.0
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Chip-Level Functional Block Diagram

SBUS Interrupts

~

R Y N Y N N Y N N Y N e S S LN

Features

..... ooy

SBUS DVMA Master

ETHERNET®
Controller

N R R N Y Y N X T PR PR PR TR PR R R R SRR RO O

CENTRONICS® ETHERNET SCSIBus
Parallel Network
Port Adapter

(AT&T® T7213)

Figure 2-1  Chip-Level Functional Block Diagram

Single chip solution to standard SPARC DVMA devices - saves cost, power,
board space, and weight. Together, with the 89C105 chip, forms a two-chip
solution which provides the core SPARCstation I/O subsystem.

Supports concurrent 10 MByte/sec SCSI transfers, 1.25 MByte/sec Ether-
net transfers, and 4 MByte/sec Parallel Port transfers.

Supports 4-word, 8-word, and ‘no burst’ SBus burst modes.

64-byte internal cache for Ethernet data buffering.

64-byte internal FIFQOs for SCSI and Parallel Port data buffering.

16-bit write buffer for slave writes to Ethernet.

Improved cache and FIFO draining algorithms for better SBus utilization.
Internal address and byte count registers and “NEXT” address/byte count
features for data block chaining on SCSI and Parallel Port interfaces.
JTAG internal and boundary scan for improved chip and board level test-
ability.

Intended Applications

The 89C100 is intended for low-end SBus-based systems in which cost, power, and
area are the main design constraints. It is designed for use with either the Texas
Instruments MicroSPARC or SuperSPARC processors, but will also work in any SBus-
based system.

Related Products
The 89C100 is designed to share a single SBus slot with the NCR89C105.

Page 2-2
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Pinout Information

This section includes the pinout map and two tables that summarize the 89C100
pinout information in the following formats:

Pinout by function
Pinout by pin order on package

¢ JTAG boundary chain
* Pinout in TEST modes
Pinout Map
°F § TREBSCEBT N3 erEs s g, TSF ¥ @ES
%%wﬁoaﬁagﬁa%%g%ﬁawiﬂﬁaaiﬁﬁgigﬁiiﬁwﬁaoaﬁﬁ
Pin 1 Index 8828548838388 88882858848288529288822885484849
TR EEE R E Y I88n8ARSRIRqN
Sb_d[22] B R i anthadt ol S Sl R R o - - Aa el i ol i it | sb_d[9]
N =
sb_d
sb_d[24] vss
sb_d[25] sb_d[6]
sb_d[26] sb_d[5]
vDD VDD
sb_d[27] sb_d[4]
sb_d[28] VSS
sb_d[29] sb_d[3]
sb_d[30] sb_d[2]
= o
id_cs_| VvVSss
vss sb_rd
sb_reset_| VvDD
VDD sb_d_irq_
sb_p_irq_| Vss
sb_e_irg_| Vss
VSss scc_clk20
p_ack scc_xtal20_out
_bsy_ sce_xtal20_in
p_d_strb vDD
VDD VDD
p_data[7] scsi_xtal_in
_data[6] scsi_xtal_out
vDD VSss
_data[5] vss
p_dataf4] VS_S
VSss scsi_rst_
p_dataf3] sesi_gtn__
p_dataf2] §CSi_i_o_
VDD scsi_c_d_
p_data[1] scsi_msg_
_data[0] vss
VvSss scsi_ack_
p_error| scsi_req_
p_slet_ scsi_bsy_
p_pe_| scsi_sel_
p_sict_in o ° o © VAL
<<<<< 3 3 R 353333 VB3533
::a==‘.-.‘.-.‘.-d)¢“_c_os~wm_l5g:Emgxgxﬁ ._'8‘”5':‘ﬁ"‘$?ﬁ'8‘ |
EETTTTHYI3 10 132D 25553855 E 1]
B R L ML L L L RE R RRE L
] [ 235953 ] PR U O S O o
daed> g3 23z ICEEcEssSSSed 7RRR BRREl
>3 &
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Figure 2-2  Pinout Map
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Pinout Tables

Tables 2-4 and 2-5 present the 89C100 pinouts by function and by pin number
sequence, respectively. The pin type entry in the Type column of Tables 2-4 and 2-5 is
composed of fields which contain the mnemonic values shown in Tables 2-1 and 2-2:

Table 2-1 Valid Pin Mnemonics

Field A B C D E F G H 1
Value(s) BS IN N PD 2 L U 25 T
NCR | IO — | - 4 — D (100 H
— I0P 6 — — I
ION 8 S16
(0] 12 S18
oT 16 S38
IP — —_

The values represented by the mnemonics in each of these fields is as follows:

Table 2-2 Mnemonic Descriptions

Field Mnemonic Description
A BS Boundary Scan
NCR NCR type
B IN Input
10 Bidirectional
10P Bidirectional with pull-up/pull-down
ION Bidirectional open drain
0 Output
oT Tristate output
IP Input with pull-up/pull-down
C N Open drain
D PD 10 pad
E integer Pad drain in mA as indicated
F L Slew rate limited output
G U Pull-up
D Pull-down
integer Pull-up/pull-down value in pA as indicated
I T TTL input receiver
H High drive TTL input receiver
I Inverting TTL input receiver
S16 ds1216 Schmitt input receiver
S18 ds1218 Schmitt input receiver
S38 ds1238 Schmitt input receiver
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For example, the pin type identification bsinpds18 means that the pin type is a bound-

ary scan version of an input pad with a ds1218 Schmitt input receiver.

Notice that some fields in ‘Table 2-1 are optional and that there are four exceptions to
the above scheme. SCSIPAD is a 48 mA driver compatible with ANSI X3T9.2 require-
ments, SCSIPADF is the same with an input RC filter, 0SC1401 is a crystal oscillator

pad, and BSCLOCK is a clock input pad.

The Direction column in Tables 2-4 and 2-5 is used to identify the pin direction using

the mnemonics shown in Table 2-3.

Table 2-3 Direction Mnemonic Descriptions

Mnemonic Description
I Input
(o) Output
B Bidirectional
T Tristate
— Not applicable

Note that the pad type listed in the following tables may not correspond exactly to the
functional direction of the pin (input, output, bidirectional, or tristate) for either of the

following reasons:

¢ The pin is used differently in a test mode. For instance, using an input as
an output during test will require use of a bidirectional pad instead of an

input.

* An equivalent output-only pad was not available. This applies specifically
to the SBus outputs, which all use a custom 12 mA pad that was only avail-

able as a bidirectional pad.
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Pinout by Function

Table 2-4 Pinout by Function

Name Pin | Direction Type Description
SBus Interface: 59 pins
sb_d[31] 12 B BSIOPD12S16 [SBus Data Bus (MSB)
sb_d[30] 11 B BSIOPD12S16 |SBus Data Bus
sb_d[29] 10 B BSIOPD12S16 |SBus Data Bus
sb_d[28] 9 B BSIOPD12S16 [SBus Data Bus
sb_d[27] 8 B BSIOPD12S16 |SBus Data Bus
sb_d[26] 6 B BSIOPD12S16 |SBus Data Bus
sb_d[25] 5 B BSIOPD12S16 [SBus Data Bus
sb_d[24] 4 B BSIOPD12S16 [SBus Data Bus
sb_d[23] 2 B BSIOPD12S16 [SBus Data Bus
sb_d[22] 1 B BSIOPD12S16 |SBus Data Bus
sb_d[21] 160 B BSIOPD12S16 |SBus Data Bus
sb_d[20] 159 B BSIOPD12S16 |[SBus Data Bus
sb_d[19] 157 B BSIOPD12S16 [SBus Data Bus
sb_d[18] 155 B BSIOPD12S16 [SBus Data Bus
sb_d[17] 154 B BSIOPD12S16 [SBus Data Bus
sb_d[16] 153 B BSIOPD12S16 |SBus Data Bus
sb_d[15] 128 B BSIOPD12S16 [SBus Data Bus
sbh_d[14] 126 B BSIOPD12S16 |SBus Data Bus
sb_d[13] 125 B BSIOPD12S16 |[SBus Data Bus
sb_d[12] 123 B BSIOPD12S16 |SBus Data Bus
sb_d[11] 122 B BSIOPD12S16 |[SBus Data Bus
sbh_d[10] 121 B BSIOPD12S16 |SBus Data Bus
sb_d[9] 120 B BSIOPD12S16 |SBus Data Bus
sb_d[8] 119 B BSIOPD12S16 |SBus Data Bus
sb_d[7] 118 B BSIOPD12S16 |SBus Data Bus
sb_d[6] 116 B BSIOPD12S16 |SBus Data Bus
sb_d[5] 115 B BSIOPD12S16 [SBus Data Bus
sb_d[4] 113 B BSIOPD12S16 |SBus Data Bus
sb_d[3] 111 B BSIOPD12S16 (SBus Data Bus
sb_d[2] 110 B BSIOPD12S16 |SBus Data Bus
sb_d[1] 109 B BSIOPD12S16 |SBus Data Bus
sb_d[0] 108 B BSIOPD12S16 |SBus Data Bus (LSB)
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NCR89C100 Chip Specification

Name Pin | Direction Type Description
sb_br_ 131 B BSIOPD12T |SBus Bus Request
sb_bg_ 132 I BSINPDH  |SBus Bus Grant
sb_ack[2] 129 B BSIOPD12H |SBus Acknowledge
sb_ack[1] 130 B BSIOPD12I  |SBus Acknowledge
sb_ack[0] 137 B BSIOPD121  |SBus Acknowledge
sb_reset_ 16 I BSINPDS16 |SBus Reset
SBus Late Error
sb_lerr_ 133 I BSINPDT (INT15)
sb_clk 142 BSCLOCK  |SBus Clock Input
sb_rd 106 B BSIOPD12H |SBus Read/Write
sb_sel_ 135 I BSINPDH SBus Select
SBus Interrupt for
sb_d_irq_ 104 (0] BSIOPD12U25T |SCSI transfers (open-
drain)
SBus Interrupt for
sb_e_irq_ 19 (0] BSIOPD12U25T |ETHERNET trans-
fers (open-drain)
SBus Interrupt for
sb_p_irq_ 18 0 BSIOPD12U25T |Parallel Port Trans-
fers (open-drain)
sb_siz[2] 138 B BSIOPD12H |SBus Transfer Size
sb_siz[1] 139 B BSIOPD12H |SBus Transfer Size
sb_siz[0] 140 B BSIOPD12H |SBus Transfer Size
sb_as_ 136 1 BSINPDH  |>Dus Address Strobe
(address is valid)
] High order physical
1 gho physica
chip_sel 134 I BSINPDT address bit
High order physical
sb_palw] 144 I BSINPDH address bit
High order physical
sb_palx] 145 I BSIONPD4H address bit
High order physical
sb_paly] 146 I BSINPDH address bit
Low order physical
sb_pal[5] 152 I BSINPDH address bit
Low order physical
sb_pal[4] 147 I BSINPDH address bit
Low order physical
sb_pal3] 148 I BSINPDH address bit
Low order physical
sb_pal2] 149 I BSINPDH address bit
Low order physical
sb_pal[1] 150 I BSINPDH address bit
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Table 2-4 Pinout by Function (Continued)

Name Pin | Direction Type Description
Low order physical
sb_pal0] 151 I BSINPDT address bit
Ethernet Interface: 8 pins
enet_aui_ ® | 56 0 BSOTPD4  |Cthernet TP/AUL
select
enet_tx 57 0 BSOTPD4  |thernet Transmit
data
enet_tena | 58 0 BSOTPD4  |Ethernet Transmit
enable
enet_clsn 59 I BSINPDT | Cthernet Collision
detect
enet_rx 60 1 BSINPDT Ethernet Receive data
enet_rena 61 I BSINPDT  |Cthernet Receiver
enable (carrier sense)
enet_telk 62 1 BSINPDT | Cthernet Transmit
clock
enet_rclk 63 1 BSINPDT  |Lthernet Receive
clock
SCSI Interface?: 20 pins
sesi_d_[7] 79 B SCSIPAD SCSI Data
sesi_d_[6] 78 B SCSIPAD SCSI Data
scsi_d_[5] 77 B SCSIPAD SCSI Data
scsi_d_[4] 76 B SCSIPAD SCSI Data
sesi_d_[3] 74 B SCSIPAD SCSI Data
sesi_d_[2] 73 B SCSIPAD SCSI Data
sesi_d_[1] 72 B SCSIPAD SCSI Data
scsi_d_[0] 71 B SCSIPAD SCSI Data
sesi_dp_ 80 B SCSIPAD SCSI Data Parity
scsi_sel_ 82 B SCSIPAD SCSI Select
scsi_bsy_ 83 B SCSIPAD SCSI Busy
scsi_req_ 84 B SCSIPADF  |SCSI Request
scsi_ack_ 85 B SCSIPADF  |SCSI Acknowledge
scsi_msg_ 87 B SCSIPAD SCSI Message
scsi_c_d_ 88 B SCSIPAD SCSI Command/Data
sesi_i_o_ 89 B SCSIPAD SCSI Input/Output
scsi_atn_ 90 B SCSIPADF SCSI Attention
scsi_rst_ 91 B SCSIPAD SCSI Reset
SCSI Clock Crystal In
scsi_xtal_in 96 I 0SC1401 (can drive with exter-
nal CMOS clock)
Rev. 1.0
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Table 2-4 Pinout by Function (Continued)

Name Pin | Direction Type Description
SCSI Clock Crystal
scsi_xtal_out 95 0] BSOSC1401 Out (must not connect
to any external load)
Parallel Port Interface: 22 Pins
p_datal7] 25 T BSIOPDAT gi‘;"‘”el Port Data
p_datal6] | 26 T BSIOPD4T  [porallel Port Data
p_datal5] 28 T BSIOPD4T  |paraliel Port Data
p_data[4] 29 T BSIOPDA4T gi‘s'anel Port Data
p_datal3] 31 T BSIOPDAT gi‘;anel Port Data
p_data[2] | 32 T BSIOPD4T  |porallel Port Data
p_data[l] 34 T BSIOPDAT giga“el Port Data
p_dataf0] | 35 T BSIOPD4T  [porallel Fort Data
Parallel Port Data
p_d_strb 23 B BSIOPPD4D25T |Strobe (25 uA pull-
down)
p_bsy 22 B BSIOPPD4U25T |Farallel Port Busy (25
- = uA pull-up)
Parallel Port
p_ack 21 B BSIOPPD4D25T |Acknowledge (25 uA
pull-down)
e 39 B BSIONPDAT Parallel Port Paper
p_pe_ Error
p_slet_ 38 B BSIONPD4AT |Parallel Port Select
p_error 37 1 BSINPDT Parallel Port Error
p_init 49 0 BSOTPD4 Parallel Port Initial-
- ize
p_slct_in 40 0 BSOTPD4 Parallel Port Select In
afxn 41 o BSOTPD4 Parallel Port Auto
P Feed
. 4 Parallel Port Data
p_ds_dir 45 0 BSOTFD4 Strobe Direction
p_bsy_dirt | 44 0 BSOTPD4 | orallel Port Busy
irection
Parallel Port
p_ack_dir* 43 (0) BSOTPD4 Acknowledge Direc-
tion
p_d_dir* 46 0 BSOTPD4 Parallel Port Data
-t Direction
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Table 2-4 Pinout by Function (Continued)

Name

Pin

Direction

Type

Description

id_cs_

14

BSIOPPD4U25T

Secondary Device
Select (boot prom)
output; pull low to
specify absence of
external prom

Test: 5 pins

jtag_tdo

64

NCROTPD4

JTAG Test Data Out-
put

jtag_tdi

66

NCRIPPDU100

JTAG Test Data Input
(100 uA pull-up)

jtag_clk

65

NCRINPD

JTAG Clock

jtag_tms

67

NCRIPPDU100

JTAG Test Mode
Select (100 uA pull-
up)

jtag_rst_

68

I

NCRIPPDU100

JTAG Reset (100 uA
pull-up)

General Purpose Osci

llators®: 9 pins

sce_xtal20_in

99

0SC1401

SCC Clock Crystal In
(19.66 MHz) (can
drive with external
CMOS clock)

sce_xtal20_out

100

0SC1401

SCC Clock Crystal
Out (19.66 MHz)
(must not connect to
any external load)

sce_clk20

101

OPD16SYM

SCC Clock Out (19.66
MHz)

fpy_xtal24_in

50

0SC1401

Floppy Clock Crystal
In (24 MHz) (can
drive with external
CMOS clock)

fpy_xtal24_out

49

0SC1401

Floppy Clock Crystal
Out (24 MHz) (must
not connect to any
external load)

fpy_clk24

48

OPD16SYM

Floppy Clock Out (24
MHz)

fpy_xtal32_in

52

0SC1401

Floppy Clock Crystal
In (32 MHz) (can
drive with external
CMOS clock)

fpy_xtal32_out

53

0SC1401

Floppy Clock Crystal
Out (32 MHz) (must
not connect to any
external load)

fpy_clk32

54

OPD16SYM

Floppy Clock Out (32
MHz)

Power, Ground: 37 pins

Rev. 1.0
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Table 2-4 Pinout by Function (Continued)

Name Pin | Direction Type Description
VDD 7 — Power Connection
VDD 17 — Power Connection
VDD 24 — Power Connection
VDD 27 — Power Connection
VDD 33 — Power Connection
VDD 51 — Power Connection
VDD 97 — Power Connection
VDD 98 —_ Power Connection
VDD 105 — Power Connection
VDD 114 — Power Connection
VDD 124 — Power Connection
VDD 141 — Power Connection
VDD 156 — Power Connection
VSS 3 —_ Ground Connection
VSS 13 — Ground Connection
VSS 15 — Ground Connection
VSS 20 — Ground Connection
VSS 30 — Ground Connection
VSS 36 — Ground Connection
VSS 47 — Ground Connection
VSS 55 — Ground Connection
VSS 69 — Ground Connection
VSS 70 — Ground Connection
VSS 75 — Ground Connection
VSS 81 —_ Ground Connection
VSS 86 — Ground Connection
VSS 92 — Ground Connection
VSS 93 — Ground Connection
VSS 94 — Ground Connection
VSS 102 — Ground Connection
VSS 103 — Ground Connection
VSS 107 — Ground Connection
VSS 112 - Ground Connection
VSS 117 — Ground Connection
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Table 2-4 Pinout by Function (Continued)

Name Pin | Direction Type Description
VSS 127 — Ground Connection
VSS 143 — Ground Connection
VSS 158 —_ Ground Connection

1. The chip_sel pin is an additional qualifier (active high) to the sb_sel_ line. In some system configu-
rations where the 89C100 and the 89C105 share a single SBus select line, PA[27] can be used to
select between the two.

2. Drives MIS input of the AT&T T7213 chip to select between twisted pair and AUI-type Ethernet
interfaces, with ENET_AUI_ = 0 selecting AUI.

3. All of the SCSI pads (except the crystal oscillator pads) are custom NCR 48 mA bidirectional open-
drain pads with hysteresis on inputs.

4. The Parallel Port control and data line direction bits, (for example, p_* dir), are gang programmed
by the DIR bit of the Transfer Control Register. DIR=0 sets transfer direction away from the
89C100 (p_d_dir=p_ds_dir=1; p_bsy_dir=p_ack_dir=0); DIR=1 sets transfer direction towards the
89C100 (p_d_dir=p_ds_dir=0; p_bsy_dir=p_ack_dir=1).

6. In some system configurations, the 89C100 provides these three clocks to the 89C105 (which is pin
limited). These are really general-purpose 20-50 MHz crystal oscillator pads that can operate in
both fundamental and overtone mode. Refer to page 60“OSC1401 Crystal Oscillator” for more
information.

Rev. 1.0
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Table 2-5 Pinout by Pin Number Sequence

Pin Name Direction Type Description
1 sb_d[22] B BSIOPD12S16 |SBus Data Bus
2 sb_d[23] B BSIOPD12S16 |SBus Data Bus
3 VSS _ Ground Connection
4 sb_d[24] B BSIOPD12S16 |SBus Data Bus
5 sb_d[25] B BSIOPD12S16 |SBus Data Bus
6 sb_d[26] B BSIOPD12S16 |SBus Data Bus
7 VDD — Power Connection
8 sb_d[27] B BSIOPD12S16 |SBus Data Bus
9 sb_d[28] B BSIOPD12S16 [SBus Data Bus
10 sb_d[29] B BSIOPD12S16 |SBus Data Bus
11 sb_d[30] B BSIOPD12S16 |SBus Data Bus
12 sb_d[31] B BSIOPD12S16 (SBus Data Bus (MSB)
13 VSS — Ground Connection
Secondary Device Select
14 id_cs 0 | BstopPD4ugsT |(P00t PrOm) output; pull
- = low to specify absence of
external prom
15 VSS — Ground Connection
16 sb_reset_ I BSINPDS16 |SBus Reset
17 VDD — Power Connection
SBus Interrupt for
18 sb_p_irq_ 0] BSIOPD12U25T |Parallel Port Transfers
(open-drain)
SBus Interrupt for
19 sb_e_irq_ 0] BSIOPD12U25T |Ethernet transfers
(open-drain)
20 VSS — Ground Connection
Parallel Port Acknowledge
21 p_ack B BSIOPPD4D25T (25 pA pull-down)
Parallel Port Busy
22 p_bsy_ B BSIOPPD4U25T (25 wA pull-up)
Parallel Port Data Strobe
23 p_d_strb B BSIOPPD4D25T (25 pA pull-down)
24 VDD — Power Connection
25 p_data[7] T BSIOPD4AT Parallel Port Data Bus
26 p_data[6] T BSIOPD4T Parallel Port Data Bus
27 VDD — Power Connection
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Table 2-5 Pinout by Pin Number Sequence (Continued)

Pin Name Direction Type Description
28 p_data[5] T BSIOPDAT Parallel Port Data Bus
29 p_data[4] T BSIOPD4T Parallel Port Data Bus
30 VSS — Ground Connection
31 p_data[3] T BSIOPD4T Parallel Port Data Bus
32 p_data[2] T BSIOPD4AT Parallel Port Data Bus
33 VDD — Power Connection
34 p_datal1] T BSIOPD4T Parallel Port Data Bus
35 p_data[0] T BSIOPD4T Parallel Port Data Bus
36 VSS — Ground Connection
37 p_error I BSINPDT Parallel Port Error
38 p_slet_ B BSIONPD4T |Parallel Port Select
39 p_pe_ B BSIONPD4AT (Parallel Port Paper Error
40 p_slet_in 0 BSOTPD4 Parallel Port Select In
41 p_afxn 0 BSOTPD4 Parallel Port Auto Feed
49 p_init 0 BSOTPD4 Parallel Port Initialize
. Parallel Port Acknowledge
43 p_ack_dir! 0] BSOTPD4 Direction
.1 Parallel Port Busy
44 p_bsy_dir 0] BSOTPD4 Direction
.1 Parallel Port Data Strobe
45 p_ds_dir 0] BSOTPD4 Direction
. Parallel Port Data
46 p_d_dirt o BSOTPD4 Direction
47 VSS — Ground Connection
Floppy Clock Out
2
48 fpy_clk24 0] OPD16SYM (24 MHz)
Floppy Clock Crystal Out
49 |fpy_xtal24_out? ¢} 0SC1401 (24 MHz) (must not connect
to any external load)
Floppy Clock Crystal In (24
50 | fpy_xtal24_in? I 0SC1401 MHz) (can drive with exter-
nal CMOS clock)
51 VDD —_ Power Connection
Floppy Clock Crystal In (32
52 | fpy_xtal32_in? 1 0SC1401 MHz) (can drive with exter-
nal CMOS clock)
Floppy Clock Crystal Out
53 |fpy_xtal32_out? o} 0SC1401 (32 MHz) (must not connect
to any external load)
54 fpy_clk322 o 0oPD16SYM |Floppy Clock Out (32 MHz)

Page 2-14

Rev. 1.0
SBus I/O Chipset Data Manual



Rev. 1.0

NCR89C100 Chip Specification

Table 2-5 Pinout by Pin Number Sequence (Continued)

Pin Name Direction Type Description

55 VSS — Ground Connection

56 | enet_aui_® 0 BSOTPD4  ||viernet THAUL. select
57 | enet tx 0 BSOTPD4 | iernet Transmit data
58 | enet_tena 0 BSOTPD4 | 'iferiet Transmit enable
59 | enet_clsn I BSINPDT | ernet Collision detect
60 |  enetrx I BSINPDT  [ohernet Receive data

61 | enet_rena I BSINPDT | onernet eceiver enable
62 | enet_tclk I BSINPDT |7 ernet Transmit clock
63 | enet_rclk I BSINPDT  [ihernet Receive clock
64 jtag_tdo o NCROTPD4 [JTAG Test Data Output
65 jtag_clk I NCRINPD  |JTAG Clock

66 |  jtag_tdi I | NCRIPPDU100 ‘i iAp(flgf’lf;)Data Input (100
67 jtag_tms I NCRIPPDU100 z]’f;)%(i;l;&;ﬁ%fﬁi? Select
68 | jtag rst_ 1 | NCRIPPDU100 ‘g;"G Reset (100 pA pull-
69 VSS — Ground Connection

70 VSS — Ground Connection

71 scsi_d_[0]* B SCSIPAD SCSI Data

72 sesi_d_[1]* B SCSIPAD SCST Data

73 scsi_d_[2]* B SCSIPAD  |SCSI Data

74 scsi_d_[31* B SCSIPAD SCSI Data

75 VSS — Ground Connection

76 scsi_d_[4]* B SCSIPAD  |SCSI Data

7 scsi_d_[5]* B SCSIPAD SCSI Data

78 scsi_d_[6]* B SCSIPAD  |SCSI Data

79 sesi_d_[71* B SCSIPAD SCSI Data

80 scsi_dp_* B SCSIPAD SCSI Data Parity

81 VSS — Ground Connection

82 scsi_sel_* B SCSIPAD SCST Select

83 scsi_bsy_* B SCSIPAD  [SCSI Busy
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Table 2-5 Pinout by Pin Number Sequence (Continued)

Pin Name Direction Type Description

84 scsi_req_* B SCSIPADF  |SCSI Request

85 scsi_ack_* B SCSIPADF  [SCSI Acknowledge

86 VSS _ Ground Connection

87 scsi_msg_* B SCSIPAD SCSI Message

88 sesi_c_d_4 B SCSIPAD SCSI Command/Data

89 scsi_i_o_* B SCSIPAD SCSI Input/Output

90 scsi_atn_* B SCSIPADF  [SCSI Attention

91 scsi_rst_* B SCSIPAD SCSI Reset

92 VSS — Ground Connection

93 VvSS — Ground Connection

94 VSS — Ground Connection
SCSI Clock Crystal Out

95 scsi_xtal_out (0] 0SC1401 (must not connect to any
external load)
SCSI Clock Crystal In (can

96 scsi_xtal_in I BS0SC1401 drive with external CMOS
clock)

97 VDD — Power Connection

98 VDD — Power Connection
SCC Clock Crystal In

99 | scc_xtal20_in? I 0SC1401 (19.66 MHz) (can drive
with external CMOS clock)
SCC Clock Crystal Out

100 | scc_xtal20_out? o} 0SC1401 (19.66 MHz) (must not con-
nect to any external load)

2 SCC Clock Out

101 sce_clk20 (0} OPD16SYM (19.66 MHz)

102 VSS — Ground Connection

103 VSS — Ground Connection

104 | sb_d_irq 0 | BstoppiguzsT |SBus Interrupt for SCSI
transfers (open-drain)

105 VDD — Power Connection

106 sb_rd T BSIOPD12H |SBus Read/Write

107 VSS - Ground Connection

108 sb_d[0] B BSIOPD12S16 |SBus Data Bus (LSB)

109 sb_d[1] B BSIOPD12S16 |SBus Data Bus

110 sb_d[2] B BSIOPD12S16 |SBus Data Bus

111 sb_d[3] B BSIOPD12S16 |SBus Data Bus
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Table 2-5 Pinout by Pin Number Sequence (Continued)

Pin Name Direction Type Description

112 VSS — Ground Connection

113 sb_d[4] B BSIOPD12S16 |SBus Data Bus

114 VDD — Power Connection

115 sb_d[5] B BSIOPD12S16 |SBus Data Bus

116 sb_d[6] B BSIOPD12S16 |SBus Data Bus

117 VSS — Ground Connection

118 sb_d[7] B BSIOPD12S16 |SBus Data Bus

119 sb_d[8] B BSIOPD12S16 |SBus Data Bus

120 sb_d[9] B BSIOPD12S16 [SBus Data Bus

121 sb_d[10] B BSIOPD12S16 |SBus Data Bus

122 sb_d[11] B BSIOPD12S16 |SBus Data Bus

123 sb_d[12] B BSIOPD12S16 |SBus Data Bus

124 VDD — Power Connection

125 sb_d[13] B BSIOPD12S16 |SBus Data Bus

126 sb_d[14] B BSIOPD12S16 |SBus Data Bus

127 VSS — Ground Connection

128 sb_d[15] B BSIOPD12S16 |SBus Data Bus

129 sb_ack[2] B BSIOPD12H |SBus Acknowledge

130 sb_ack[1] B BSIOPD12I  |SBus Acknowledge

131 sb_br_ B BSIOPD12T |SBus Bus Request

132 sb_bg_ I BSINPDH  [SBus Bus Grant

133 sb_lerr_ I BSINPDT  |SBus Late Error (INT15)
High order physical

134 chip_sel® I BSINPDT address bits (for slave
decodes)

135 sb_sel_ I BSINPDH  [SBus Select

136 sb as I BSINPDH SBus Address Strobe

- (address is valid)

137 sb_ack[0] B BSIOPD12I |SBus Acknowledge

138 sb_siz[2] B BSIOPD12H |SBus Transfer Size

139 sb_siz[1] B BSIOPD12H |SBus Transfer Size

140 sb_siz[0] B BSIOPD12H |SBus Transfer Size

141 VDD — Power Connection

142 sb_clk I BSINPDH SBus Clock Input

143 VSS — Ground Connection
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Table 2-5 Pinout by Pin Number Sequence (Continued)

Pin Name Direction Type Description

High order physical
144 sb_pa_w I BSINPDH address bit

High order physical
145 sb_pa_x I BSIONPD4H address bit

High order physical
146 sb_pa_y I BSINPDH address bit

Low order physical
147 sb_pal4] I BSINPDH address bit

Low order physical
148 sb_pal3] I 'BSINPDH address bit

Low order physical
149 sb_pal2] I BSINPDH address bit

Low order physical
150 sb_pal[1] I BSINPDH address bit

Low order physical
151 sb_pal0] I BSINPDT address bit

Low order physical
152 sb_pa[5] 1 BSINPDT address bit
153 sb_d[16] B BSIOPD12S16 |SBus Data Bus
154 sb_d[17] B BSIOPD12S16 [SBus Data Bus
155 sb_d[18] B BSIOPD12S16 |[SBus Data Bus
156 VDD — Power Connection
157 sb_d[19] B BSIOPD12S16 [SBus Data Bus
158 VSS — Ground Connection
159 sb_d[20] B BSIOPD12S16 [SBus Data Bus
160 sb_d[21] B BSIOPD12S16 |SBus Data Bus

1. The Parallel Port control and data line direction bits, (for example, - p_*_dir), are gang programmed
by the DIR bit of the Transfer Control Register. DIR=0 sets transfer direction away from the 89C100
(p_d_dir=p_ds_dir=1; p_bsy_dir=p_ack_dir=0); DIR=1 sets transfer direction towards the 89C100
(p_d_dir=p_ds_dir=0; p_bsy_dir=p_ack_dir=1).

2. In some system configurations, the 89C100 provides these three clocks to the 89C105 (which is pin
limited). These are really general-purpose 20-50 MHz crystal oscillator pads that can operate in
both fundamental and overtone mode. Refer to page 60, “OSC1401 Crystal Oscillator” for more
information.

3. Drives MIS input of the AT&T T7213 chip to select between twisted pair and AUI-type Ethernet
interfaces, with ENET_AUI_ = 0 selecting AUI.

4. All of the SCSI pads are custom NCR 48 mA bidirectional open-drain pads with hysteresis on inputs.

6. The chip_sel pin is an additional qualifier (active high) to the sb_sel_ line. In some system configura-
tions, where the 89C100 and the 89C1065 share a single SBus select line, PA[27] is used to select
between the two, with PA[27]=1 selecting the 89C100.

Rev. 1.0
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JTAG Boundary Information

Table 2-6 describes the boundary scan chain. The numbers listed in the Input,
Output, and Enable columns represent the bit order of the scan chain. Bit 0 is the first
to be scanned in. All of the enable signals are active low.

NCR89C100 Chip Specification

Table 2-6 Boundary Chain Description

Pin Name Type Input Output Enable
1 sb_d[22] BIDIR 87 88 97
2 sb_d[23] BIDIR 89 90 97
3 io_vss POWER — — —
4 sb_d[24] BIDIR 91 92 97
5 sb_d[25] BIDIR 93 94 97
6 sb_d[26] BIDIR 95 96 97
7 io_vdd POWER — — —
8 sb_d[27] BIDIR 98 99 97
9 sb_d[28] BIDIR 100 101 97
10 sb_d[29] BIDIR 102 103 97
11 sb_d[30] BIDIR 104 105 97
12 sb_d[31] BIDIR 106 107 97
13 io_vss POWER — — —
14 id_cs_ BIDIR 109 110 108
15 core_vss POWER — — —
16 sb_reset_ ~ INPUT 111 — —
17 core_vdd POWER — — —
18 sb_p_irq_ BIDIR 113 114 112
19 sb_e_irq_ BIDIR © 116 117 115
20 core_vss POWER — — —
21 p_ack BIDIR 120 121 118
22 p_bsy_ BIDIR 123 124 122
23 p_d_strb BIDIR 126 127 125
24 core_vdd POWER —_ — —
25 p_data[7] BIDIR 128 129 136
26 p_data[6] BIDIR 130 131 136
27 io_vdd POWER — — —
28 p_data[5] BIDIR 132 133 136
29 p_data[4] BIDIR 134 135 136
30 core_vss POWER — —_ —
Rev. 1.0
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Table 2-6 Boundary Chain Description (Continued)

Pin Name Type Input Output Enable
31 p_data[3] BIDIR 137 138 136
32 p_data[2] BIDIR 139 140 136
33 core_vdd POWER — — —
34 p_data[l] BIDIR 142 143 136
35 p_data[0] BIDIR 144 145 136
36 io_vss POWER — — —
37 p_error INPUT 146 — —
38 p_slct_ BIDIR 147 148 119
39 p_pe_ BIDIR 149 150 119
40 p_slct_in TRISTATE — 152 151
41 p_afxn TRISTATE — 153 155
42 p_init TRISTATE —_ 154 155
43 p_ack_dir TRISTATE —_ 156 155
44 p_bsy_dir TRISTATE — 158 157
45 p_ds_dir TRISTATE — 159 141
46 p_d_dir TRISTATE — 160 155
47 i0_vss POWER — — —
48 fpy_clk24 OUTPUT — — —
49 fpy_xtal24_out OUTPUT —_ — —
50 fpy_xtal24_in " INPUT — — —
51 io_vdd POWER — — _—
52 fpy_xtal32_in INPUT — — —
53 fpy_xtal32_out OUTPUT — —_— —_
54 fpy_clk32 OUTPUT —_ — —
55 io_vss POWER — — —
56 enet_aui_ TRISTATE — 162 161
57 enet_tx TRISTATE — 163 141
58 enet_tena TRISTATE — 164 141
59 enet_clsn INPUT 165 — —
60 enet_rx INPUT 166 — —
61 enet_rena INPUT 167 — —
62 enet_tclk INPUT 168 — —
63 enet_rclk INPUT 169 — —
64 jtag_tdo TDO —_ — —
Rev. 1.0
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Table 2-6 Boundary Chain Description (Continued)

NCR89C100 Chip Specification

Pin Name Type Input Output Enable
65 jtag_clk TCK — _ —_
66 jtag_tdi TDI — —_ —
67 jtag_tms TMS — — —_
68 jtag_rst_ TRSTB —_ —_ —_
69 io_vss POWER — — —
70 scsipad_gnd POWER — —_ _—
71 scsi_d[o] BIDIR 170 171 188
72 sesi_d[1] BIDIR 172 173 188
73 scsi_d[2] BIDIR 174 175 188
74 scsi_d[3] BIDIR 176 177 188
75 scsipad_gnd POWER — —_ —
76 scsi_d[4] BIDIR 178 179 188
77 scsi_d[5] BIDIR 180 181 188
78 scsi_d[6] BIDIR 182 183 188
79 scsi_d[7] BIDIR 184 185 188
80 scsi_dp_ BIDIR 186 187 188
81 scsipad_gnd POWER — — —
82 scsi_sel_ BIDIR 194 195 208
83 scsi_bsy_ BIDIR 196 197 208
84 scsi_req_ - BIDIR 189 190 193
85 scsi_ack_ BIDIR 191 192 193
86 scsipad_gnd POWER — — —
87 scsi_msg_ BIDIR 198 199 208
88 scsi_c_d_ BIDIR 200 201 208
89 scsi_i_o_ BIDIR 202 203 208
90 scsi_atn_ BIDIR 204 -205 208
91 scsi_rst_ BIDIR 206 207 208
92 scsipad_gnd POWER — —_ —
93 core_vss POWER — — —
94 io_vss POWER — _— —
95 scsi_xtal_out OouTPUT — — —
96 scsi_xtal_in INPUT 0 — —
97 io_vdd POWER — — —
98 core_vdd POWER — — —_
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Table 2-6 Boundary Chain Description (Continued)

Pin Name Type Input Output Enable
99 scc_xtal20_in INPUT — — —
100 scc_xtal20_out OUTPUT — — —
101 scc_clk20 OuTPUT — — —
102 io_vss POWER — — —
103 core_vss POWER — — —
104 sb_d_irq_ BIDIR 2 3 1
105 core_vdd POWER — — —
106 sb_rd BIDIR 5 6 4
107 io_vss POWER — — —
108 sb_d[0] BIDIR 8 15
109 sb_d_[1] BIDIR 9 10 15
110 sb_d[2] BIDIR 11 12 15
111 sb_d[3] BIDIR 13 14 15
112 core_vss POWER — — —
113 sb_d[4] BIDIR 16 17 15
114 io_vdd POWER — — —
115 sb_d[5] BIDIR 18 19 15
116 sb_d[6] BIDIR 20 21 15
117 io_vss POWER — — —
118 sb_d[7] " BIDIR 22 23 30
119 sb_d[8] BIDIR 24 25 30
120 sb_d[9] BIDIR 26 27 30
121 sb_d[10] BIDIR 28 29 30
122 sb_d[11] BIDIR 31 32 30
123 sb_d[12] BIDIR 33 34 30
124 io_vdd POWER — — —
125 sb_d[13] BIDIR 35 36 30
126 sb_d[14] BIDIR 37 38 70
127 io_vss POWER — — —
128 sb_d[15] BIDIR 39 40 70
129 sb_ack([2] BIDIR 41 42 43
130 sb_ack[1] BIDIR 44 45 43
131 sb_br_ BIDIR 46 47 141
132 sb_bg_ INPUT 48 — —
Rev. 1.0
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Table 2-6 Boundary Chain Description (Continued)
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Pin Name Type Input Output Enable
133 sb_lerr_ INPUT 49 — —
134 chip_sel INPUT 50 —_ —
135 sb_sel_ INPUT 51 — —
136 sb_as_ INPUT 52 — —
137 sb_ack[0] BIDIR 54 55 53
138 sb_size[2] BIDIR 56 57 58
139 sb_size[1] BIDIR 59 60 58
140 sb_size[0] BIDIR 61 62 58
141 io_vdd POWER — — —
142 sb_clk INPUT 63 — —
143 io_vss POWER — — —
144 sb_pa_w INPUT 64 — —
145 sb_pa_x BIDIR 65 66 119
146 sb_p_y INPUT 67 — —_
147 sb_pal[4] INPUT 68 — —
148 sb_pal[3] INPUT 69 — —
149 sb_pal2] INPUT 71 — —
150 sb_pall] INPUT 72 — —
151 sb_pal0] INPUT 73 —_— —
152 sb_pal[5] - INPUT 74 — —
153 sb_d[16] BIDIR 75 76 70
154 sb_d[17] BIDIR 77 78 70
155 sb_d[18] BIDIR 79 80 70
156 io_vdd POWER — — —_
157 sb_d[19] BIDIR 81 82 70
158 io_vss POWER — — —
159 sb_d[20] BIDIR 83 84 70
160 sb_d[21] BIDIR 85 86 70
Rev. 1.0
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Functional Operation

* Detailed chip block diagram

This section includes the following:

¢ Chip-level address map

¢ Functional chip description

Detailed Chip Block Diagram

89C105 Clocks
and Interrupts

6
/P

PROM CS

SBus
Address Data Control
a5, . DMA2
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oscs 8 )
v ${ D MODULE P MODULE E MODULE
DATA ADDR CTRLDATA CTRL CTRL ADDR DATA
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8, 41 7| 10§, 9} 16},
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<csi ot . A / L 2R 2R /
Ty NCR53C9X 7990 5/
9 SCsl ENET 3
SCSI Control ASF 8 13 ASF
A /
v ¥
Parallel Parallel
Port Port
Data Control
Figure 2-3  Chip Block Diagram
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Ethernet Data
and Control
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Chip-Level Address Map

Table 2-7 Chip-Level Address Map

0x800 0000 DMAZ2 Internal ID Register® 32

0x840 0000 -> DMAZ2 ESP Registers
0x840 000f
0x840 0000 Control/Status Register (D_CSR) 32
0x840 0004 Address Register (D_ADDR)* 32
0x840 0008 Byte Count Register (D_BCNT)* 24
0x840 000c Test Control/Status Reg (D_TST_CSR) 32

0x840 0010 -> DMAZ2 Ethernet Registers
0x840 001f
0x840 0010 Control/Status Register (E_CSR) 32
0x840 0014 Test Control/Status Register (E_TST_CSR) 32
0x840 0018 Cache Valid Bits (E_VLD) 32
0x840 001c Base Address Reg (E_BASE_ADDR) 8

0xc80 0000 -> DMAZ2 Parallel Port Registers
0xc80 001f
0xc80 0000 Control/Status Register (P_CSR) 32
0xc80 0004 Address Register (P_ADDR)® 32
0xc80 0008 Byte Count Register (P_BCNT)5 32
0xc80 000c Test Control/Status Register (P_TST_CSR) 32
0xc80 0010 Hardware Configuration Reg (P_HCR) 16
0xc80 0012 Operation Configuration Reg (P_OCR) 16
0xc80 0014 Parallel Data Register (P_DR) 8
0xc80 0015 Transfer Control Register (P_TCR) 8
0xc80 0016 Output Register (P_OR) 8
0xc80 0017 Input Register (P_IR) 8
0xc80 0018 Interrupt Control Register (P_ICR) 16

Rev. 1.0
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Table 2-7 Chip-Level Address Map (Continued)

0x880 0000 - > | SCSI Controller Registers

0x880 003f

0x880 0000 Transfer Count Low (7:0) R'W |8
0x880 0004 Transfer Count Middle (15:8) R'W |8
0x880 0008 FIFO Data RW |8
0x880 000c Command RW |8
0x880 0010 Status R 8
0x880 0010 Select-Reselect Bus ID w 8
0x880 0014 Interrupt R 8
0x880 0014 Select-Reselect Time-Out w 8
0x880 0018 Sequence Step R 8
0x880 0018 Synchronous Transfer Period W 8
0x880 001c FIFO Flags R 8
0x880 001c Synchronous Offset W 8
0x880 0020 Configuration #1 R'W |8
0x880 0024 Clock Conversion Factor w 8
0x880 0028 Test (Chip Test Use Only) w 8
0x880 002c Configuration #2 R'W | 8
0x880 0030 Configuration #3 R'W |8
0x880 0038 Transfer Count High (23:16) R'W | 8

0x8c0 0000 -> Ethernet Controller Registers

0x8c0 0003

0x8c0 0000 Register Data Port (RDP) R/'W |16
0x8c0 0002 Register Address Port (RAP) R/'W | 16

1.(chip_sel, sb_pa_w,sb_pa_x,sb_pa_y) = sb_pa(27,26,23,22) would be the mapping for a typical system.
This is the mapping shown.
2. It is recommended that software access the DMA2 registers with sb_pa[5] = 0 for future expansion.
3. Byte and 1/2 word accesses to this register are also allowed.
4. The "NEXT" Address/Byte Count registers are accessed at these addresses using the D_EN_NEXT
bit in the D_CSR. Refer to “DMA2 DMA Core” for details.
5. The “NEXT” Address/Byte Count registers are accessed at these addresses using the P_EN_NEXT
bit in the P_CSR. Refer to “DMA2 DMA Core” for details.
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Functional Description

Rev. 1.0

Overview

The 89C100 integrates the SBus DMA2 Controller, the NCR92C990 802.3 LAN Con-
troller, and the NCR53C9X Fast SCSI Processor in a 160-pin plastic quad flat package
(PQFP). The programmer’s interface is identical to that of a discrete implementation
using the above ICs. The chip-level address map is defined in the next section. Refer
to “DMA2 DMA Core,” “NCR92C990 Ethernet Core,” and “NCR53C9X SCSI Core” for
more information on the above devices.

89C100 and 89C105 Interdependencies

When the 89C100 and the 89C105 are used together, the 89C105 receives three clocks
from the 89C100 (fpy_clk24, fpy_clk32, and scc_clk_20). The 89C100 simply provides
oscillator pads on its pins because of a pin limitation on the 89C105. The 89C100 does
not use these clock signals internally. The 89C100 also sends its three interrupt sig-
nals to the 89C105 for processing, they are; sb_d_irq_, sb_e_irq_, and sb_p_irq_ for;
SCSI, Ethernet, and parallel port interrupts, respectively. Refer to “NCR89C105
Slave I/O” for a description of how the 89C105 handles interrupts. It is necessary to
provide both enet_tclk and scsi_clk even if the Ethernet controller and SCSI controller
are not used.

Technology

The 89C100 is a standard cell design, based on the NCR VS700H technology (.95 p
drawn,.7 effective). It consists of 60,000 equivalent gates.

Start-Up Information

The 89C100 receives a reset from the SBus signal sb_reset_. This signal must be
asserted for at least 512 SBus clock cycles after the system power is stable, as speci-
fied by SBus specification B.0. After this, the 89C100 is ready for programming.
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Functional Blocks

Overview

This section includes block diagrams, descriptions, and block-level address maps for
the following:

¢ DMAZ2 Block

e SCSI Block

¢ Ethernet Block
e Test Block

DMA2 Block

The DMAZ2 block is a functionally and logically equivalent implementation of the
L64854 SBus DMA controller with two minor differences.

Ditferences
e E_CSR bit 20, E_ALE/AS_ is not implemented. This allows use of other
ENET controllers which is only an option in a discrete implementation.

¢ The pullup for the id_cs_ pin is provided internally. To use an external
PROM simply connect id_cs_ with the PROM chip select pin. To signify
absence of an external PROM connect id_cs_ to logic low.

Rev. 1.0
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DMA2 Block Diagram
SBUS

DMA2

e_slave_____ctrl
d_slave_ctrl

| |
drain I req,ack,r/w_.drain i —F

ENET SCsl Parallel Port

DMA data path — Addr & ctrl paths
Slave data path ‘

Figure 2-4 DMA2 Block Diagram
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DMA2 Level Address Map

Table 2-8 DMA2 Level Address Map

000 0x800 0000 |Internal ID Register® 32
0x840 0000 -> [DMA2 ESP Registers
0x840 000f
001 0x840 0000 |[Control/Status Register (D_CSR) RW | 32
001 0x840 0004 |Address Register (D_ADDR)* R/W | 32
001 0x840 0008 |Byte Count Register (D_BCNT)* RW | 24
001 0x840 000c |Test Control/Status Reg (D_TST_CSR) RW | 32
0x840 0010 -> |DMAZ2 Ethernet Registers
0x840 001f
831 0x840 0010 |Control/Status Register (E_CSR) R/W | 32
001 0x840 0014 |Test Control/Status Reg (E_TST_CSR) RW | 32
001 0x840 0018 |Cache Valid Bits (E_VLD) RW | 32
0x840 001c |Base Address Reg (E_BASE_ADDR) RW]| 8
0xc80 0000 -> [DMA2 Parallel Port Registers
0xc80 001f
110 0xc80 0000 |Control/Status Register (P_CSR) RW | 32
110 0xc80 0004 |Address Register (P_ADDR)® R/W | 32
110 0xc80 0008 |Byte Count Register (P_BCNT)® R/W | 32
110 0xc80 000c [Test Control/Status Reg (P_TST_CSR) R/W | 32
110 0xc80 0010 |Hardware Configuration Reg (P_HCR) RW | 16
110 0xc80 0012 |[Operation Configuration Reg (P_OCR) RW| 16
110 0xc80 0014 (Parallel Data Register (P_DR) RW| 8
110 0xc80 0015 |Transfer Control Register (P_TCR) RW| 8
110 0xc80 0016 [Output Register (P_OR) RW| 8
110 0xc80 0017 |Input Register (P_IR) RW| 8
110 0xc80 0018 |Interrupt Control Register (P_ICR) RW | 16

1. (chip_sel,sb_pa_(w,x,y)) = sb_pa(27,26,23,22) in a typical system.
2. This column specifies a 27-bit address for systems using the same chip_sel and sb_pa_(w,x,y) map-
ping as described in 1.
Byte and 1/2 word accesses to this register are also allowed. If the id_cs_ pin is tied to ground, then
addresses 0x800,0000-0x83F,FFFF all map to the internal chip ID register. If the id_cs_ pin it tied
high or allowed to float (it has an internal pullup), then this address range maps to the external ID

3.

PROM.

bit in the D_CSR. Refer to “DMA2 DMA Core” for details.

bit in the P_CSR. Refer to “DMA2 DMA Core” for details.

. The “NEXT” Address/Byte Count registers are accessed at these addresses using the D_EN_NEXT

. The “NEXT” Address/Byte Count registers are accessed at these addresses using the P_EN_NEXT

Rev. 1.0
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SCSI Block

8-Bit
Host

NCRB89C100 Chip Specification

The SCSI block is based on the NCR53C9X ASF which is a superset of (and fully back-
ward compatible with) the NCR53C90A previously found on SPARCstations.

Differences

The 89C1 00 implementation of the SCSI channel differs from former discrete imple-
mentations as follows:

The following pins exist in the discrete implementation but not in the
89C100 chip:

e TGS, IGS, DIFFM—Not needed for single-ended SCSI

¢ RESETO—Not normally used in a system

¢ All current SPARCstation designs operate as single-ended SCSI only,
with the RESETO pin floating so this was chosen for the 89C100.

The NCR53C9X ASF has two additional registers:
¢ Configuration Register 3 (used to enable Fast SCSI)

¢ Transfer Count High (allows for up to 16 Mbyte block transfers)

The NCR53C9X ASF can be clocked at 40 Mhz (necessary for Fast SCSI).
Software using hardware clocked at this speed will need to adjust the
Clock Conversion Factor Register accordingly.

Refer to “NCR53C9X SCSI Core” for details.
SCSI Block Diagram

Data «
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DACK/

Parity Generator
and Checker SCSI Data
Bus Single
FIFO (16 x 8-Blt) Ended
: Inputs
SteeringLogict
SCSI Data
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Read/Write Control
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Figure 2-5 SCSI Block Diagram
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SCSi-Level Address Map

Table 2-9 NCR53C9X Registers

0x880 0000 - > | SCSI Controller Registers
0x880 003f
010 0x880 0000 Transfer Count Low (7:0) R/W 8
010 0x880 0004 Transfer Count Middle (15:8) | R/W 8
010 0x880 0008 FIFO Data R/W 8
010 0x880 000c Command R/W 8
010 0x880 0010 Status R 8
010 0x880 0010 Select-Reselect Bus ID w 8
010 0x880 0014 Interrupt R 8
010 0x880 0014 Select-Reselect Time-Out w 8
010 0x880 0018 Sequence Step R 8
010 0x880 0018 Synchronous Transfer Period W 8
010 0x880 001c FIFO Flags R 8
010 0x880 001c Synchronous Offset w 8
010 0x880 0020 Configuration #1 R/W 8
010 0x880 0024 Clock Conversion Factor w 8
010 0x880 0028 Test (Chip Test Use Only) w 8
010 0x880 002¢ Configuration #2 R'W 8
010 0x880 0030 Configuration #3 R/W 8
010 0x880 0038 Transfer Count High (23:16) R'W 8

1. (chip_sel,sb_pa_(w,x,y)) = sb_pa(27,26,23,22) in a typical system.

Ethernet Block

The ENET block is based on the NCR92C990 ASF which is a superset of (and fully
backwards compatible with) the AM7990 previously found on SPARCstations.

Page 2-32

Differences
The only differences between the NCR92C990 and the AM7990 are:

Programmable Inter Packet Gap (IPG). The NCR92C990 allows one to pro-
gram the Transmit after Transmit (Tx-Tx) or Transmit after Receive (Rx-
Tx) IPG time within the range of 9.6 p sec (the Ethernet spec minimum
IPG) to 22.4 psec.

This feature can be accessed via the upper bits of CSR3, as shown below:

CSR3 Bit Description

15 Enable programmable IPG (default is 0, not programmable)

14-12 Rx-Tx IPG value: (default=110 or 20.8 usec)

11-9 Tx-Tx IPG (default=000 or 9.6 psec)

8-0 As normally defined in AM7990

NOTE:

¢ The formula for calculating the IPG value is [9.6 + 1.6*(3 bit IPG #)]
usec

¢ The default values chosen to closely mimic the operation of the
AM7990.

The programmable IPG time assumes its default value should ANY of the fol-

lowing occur:

Rev. 1.0
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¢ Ethernet hard reset (either as a result of an SBus reset or the E_CSR
E_RESET bit of the DMA2).
The CSRO STOP bit is set.
The CSRO INIT bit is set.
The CSR3 Enable programmable IPG is reset to 0.

Software drivers should set CSR3 right after the last INIT, while waiting for
the IDON interrupt. It is recommended that the Enable, Rx-Tx IPG and Tx-
Tx IPG fields be ORed into all CSR3 writes.

The NCR92C990 core used in the 89C100 differs from both the AM7990
and the stand-alone NCR92C990 core with respect to the memory error
(MERR) time-out value. The description for bit 11 (ME) in the Control/Sta-
tus Register 0 tables shows that READYb_IN must be received within
25.6us after asserting DAL_OUT(15:0). This value has been extended to
102.4us (4X) to avoid memory errors in high latency systems. This feature
helps to avoid unneeded reinitializations of the NCR92C990 during periods
of high system activity.

Refer to “NCR92C990 Ethernet Core” for details.

Ethernet Block Diagram

DA_ENb +—]
INTRb_OUT €——
HLDAb—, CSR Transmit/ Mode
HOLDb_IN—» Master Registers | | Receive Register
HOLDb_OUT +—— Control Control
ALEb_OUT 4¢— A A A
CSb—>
ADR—]
DASb_IN—— Control
DASb_OUT ¢—— < miro >
DALIb_OUT ¢—— Ring
DALOb_OUT Slave < Data > Management
READ_IN——» Control
READ_OUT ¢—— o
BMOb_OUT <¢— = »  Central
BM1b_OUT +— Bus Controller
READYb_OUT¢— ool —
READYb_IN——| ontro
RESETb > sio
DAL_ENb¢—— ¢
DAL_IN(15:0)=——={  Bus L 4
DAL_OUT(15:0) €= Interface Logical 44— RENA_IN
A(23:16) =t Address <4«—— RX_IN
A_ENb¢— Fiter (4= Ethernet |¢——RCLK_IN
Controller [ TENA_OUT
——» TX_OUT
<4+——TCLK
«——CLSN_IN

Figure 2-6  Ethernet Block Diagram
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Ethernet-Level Address Map

Table 2-10 NCR92C990 Registers

0x8¢c0 0000 -> | Ethernet Controller Registers

0x8¢c0 0003
011 0x8¢0 0000 Register Data Port (RDP) R/'W 16
011 0x8c0 0002 Register Address Port (RAP) R/'W 16

1. (chip_sel,sb_pa_(w,x,y)) = sb_pa(27,26,23,22) for the mapping shown.

Test Block

Page 2-34

The 89C100 contains an IEEE JTAG 1149.1 compliant test controller and boundary
scan architecture. All mandatory instructions are supported, and this document con-
tains the chip specific boundary scan information. The 89C100 also contains internal
test logic and reserved instructions. The basic description of this logic appears below
but is not supported.

This section describes the goals and implementation of the testability features imple-
mented in the 89C100. These features have been incorporated to provide a structured
test approach to both device fabrication testing and board-level testing and debug.

JTAG Scan Access

The goals for the 89C100 testability are to provide for high stuck at fault coverage at
both the IC and board level. This is provided by the incorporation of an IEEE 1149.1
(JTAG) compatible TAP controller and boundary scan, which in conjunction with mod-
ular broadside access modes provides access to each of the major functional blocks on
the I/O chips through either full scan (in the case of the DMAZ2 block) or boundary
scan (in the case of the NCR ASFs). These ASFs are tested during device fabrication
by a full broadside pin mode that provides direct access to all ports of each ASF from
the device pins. This allows standardized test patterns to be applied directly to each
ASF without the need for additional high fault coverage patterns for these blocks. At
the board-level, the JTAG compatible boundary scan provides for complete access to
PCB interconnect, including die to package bonding.

Block Access Modes

Diagnostic multiplexing between the pad ring and the internal ASFs is configurable
into four different modes: Normal Mode, in which the device operates as required in
the system; TBLK1 Mode, for scanned logic, in which all the ports to the DMA2 logic
are accessible via scannable elements. In addition, the internal scan chain of the block
is connected in series with the boundary scan chain, and the partition scan chain (if
one is required) to form a complete scan path for access to all state and primary inputs
of the block. TBLK2 and TBLK3, for NCR designed logic, in which each block is pre-
sented to the pins of the device as if it were a stand-alone device.

Tristate Pin Function

All output pins of the device are tristate-able, controlled by elements in the boundary
scan chain, to support manufacturing system test. At power-up and in normal opera-
tion of the system this function is disabled by the TRSTB JTAG pin being held in the
active low state.
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Block Diagnostic Modes

TBLK1 (Internal Scan) Diagnostic Mode

Figure 2-1 illustrates the operation of the TBLK1 diagnostic mode. In this mode, the
test logic is configured to connect every primary input to the Q-output of a scannable
flip-flop and every primary output to the D-input of a scannable flip-flop. In addition,
every flip-flop inside the block is configured into a single scan chain, known as the
internal, or “iscan” chain.

pscan chain
--iscanchain___
) 1
VTt
BLK2 i1 BLKI BLK3
s i
1 .
[I Sabebihobhaitiie il
[
R N
1 .
JTAG A A
™I [
: 0 1 | D1
: T 1 1 1
; 01 D 1 p 1
’ - - -
4
[ ] .
b hain
T ybscanchain [
DO |ooeeeee
O O \O

i & =
Figure 2-7 TBLK1 (Internal Scan) Diagnostic Mode

TBLK2/TBLK3 Diagnostic Mode

Figure 2-2 illustrates the operation of the TBLK2(TBLK3) diagnostic mode. In these
modes the test logic is configured to connect internal inputs and outputs to BLK2
(BLK3) to pins normally assigned to BLK1 or BLK3(BLK2). Since these blocks are
non-scannable, the only function of the JTAG controller in this mode is to configure
the multiplexor logic into this mode. Hence the scan datapath is placed in BYPASS
mode.
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Figure 2-8 TBLK2/TBLK3 Diagnostic Mode

Outputs of the block that normally connect to BLK1 are multiplexed into the chip out-
puts of the other blocks, configured by the TBLK2(TBLK3) mode signal. Inputs to
BLK2 (BLK3) are multiplexed with inputs from the other blocks. Figure 2-2 shows
how the outputs of BLK2 and the inputs of BLK3 are configured.

Other JTAG test modes (TBLK2_BS and TBLK3_BS) are provided that operate iden-
tically except that the scan data path is configured to pass through the boundary
chain. This allows application of the broadside test vectors to the blocks using the
boundary chain to drive primary inputs and sample primary outputs in a pseudo-
static manner, i.e. it does not directly support complex edge relationships between
inputs. Instead these vectors must be “exploded” into multiple boundary scan vectors.

JTAG Controller
The JTAG controller contains the following elements:
¢ NCR Tap controller

e Scan Datapath including instruction register, bypass register and ID
register
¢ Clock control register and state machine
The following figure shows a simplified block diagram of the JTAG controller. It has

been partitioned into two main functional areas: Scan Datapath and Scan Control
Logic.
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Figure 2-9  JTAG Controller Block Diagram

The NCR tap controller is a standard cell implementation of a reference 1149.1 tap
state machine!. It is connected directly to the test access port on the 89C100 (TCK,
TMS, TRSTB) and generates the basic scan controls (clock_dr, clock_ir, reset_l, select,
shift_dr, shift_ir, update_dr, update_dr) which are used to control the scan architec-
ture.

The NCR TAP implementation has been modified slightly to also make available the
TAP state for use by supplemental state machines. The NCR state machine imple-
ments the reference state diagram described by the 1149.1 specification?. The state
coding is shown Table 2-12.

1. IEEE Std. 1149.1-1990 chapter 5.
2. IEEE Std. 1149.1-1990 page 5-1.
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Table 2-11 State Assignments for NCR TAP Controller

Controller State State[3:0]

Exit2-DR 0
Exitl-DR 1
Shift-DR 2
Pause-DR 3
Select-IR-Scan 4
Update-DR 5
Capture-DR 6
Select-DR-Scan 7
Exit2-IR 8
Exitl-IR 9
Shift-IR A
Pause-IR B
Run-Test/Idle C
Update-IR D
Capture-IR E

Test-Logic-Reset F

The instruction register for the 89C100 is a 4- bit register comprised of simple scanna-
ble elements. When the TAP state machine issues a reset signal this register is initial-
ized to the IDCODE (1110) instruction. The parallel inputs of the instruction register
are not used to load design-specific information and are tied-off to logic 0.

The 4-bit output of the instruction register is followed by an instruction decode stage
which decodes up to 16 unique instructions. Not all of these are used by the 89C100

but are given mnemonics for completeness.

Table 2-2-12 lists these mnemonics and the instruction value that corresponds to
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them:
Table 2-12 Decoded JTAG Instructions
Value Mnemonic Description
0000! EXTEST Boundary scan board interconnect test.
0001 SAMPLE Boundary scan sample/preload.
oot | Tmuk | BUKLATEG seantest mode (nternal-
0011 TBLK2 BLK2 broadside test mode (Bypass).
0100 TBLK3 BLKS3 broadside test mode (Bypass).
0101 RESERVED —
0110 PSCAN (ﬁ(;s:rrx?:ef%g::i)fion scan (if implemented,
0111 INTEST Boundary scan capture of internal I/O.
1000 TBLK2_BS BLK2 boundary scan test mode.
1001 TBLK3_BS BLKS3 boundary scan test mode.
Reserved for BLKI1 tester partition scan
torr | mescay | mode(fimplemented therwise Bypase)
tester.
Reserved for BLK1 boundary partition scan
1100 BPSCAN | b BLKL pins controlled by boundary
scan.
1101 ZMODEO General purpose test mode.
1110 IDCODE Device ID register.
11111 BYPASS Bypass mode.

1. Required instruction.

The scan controls decoded by these instructions configure the scan datapath, the test
multiplexors and control the clocks and pseudo clocks for the test mode in progress.

Instruction Decode

The I-Decode logic converts the 4-bit instruction register contents into decoded signals
that control mux selection in the scan datapath and test mode configuration in the
ASFs. Nine of these signals are latched by the I-latch to provide glitch free values on
these signals which are updated during the IR-Update state.
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Page 2-40

Clock Control FSM

The clock control finite state machine monitors the state output from the NCR TAP
controller and determines when it is necessary to insert the capture clock and/or
pseudo clocks required to support ATPG stimulus application to BLK1. The clock gat-
ing is designed such that the boundary clock is guaranteed to be asserted at all ele-
ments of the boundary scan chain before it is applied to either the clock or pseudo
clock (set/reset) inputs to the BLK1 internals. This requirement is present due to the
fact that ATPG vectors have an assumed order in which stimulus is applied to the cir-
cuit and state or primary outputs are captured. The clock control state machine in the
89C100 has been verified to support the requirements of TestScan ATPG from
Cadence Design Systems, Inc. although it may function equally well with other ATPG
systems.

The assumed sequence of operations required for ATPG pattern application is:
1. Stimulate pins - boundary and pscan chains shift/update sequence.
2. Stimulate shift register/latches - internal scan chain shift in.
3. Measure pins - boundary and pscan chain capture sequence.
4. Pulse clocks/pseudo clocks - internal chain clock/set/reset.
5. Measure shift register/latches - internal scan chain shift out.

The Clock Control FSM has been designed to support this event ordering in a single
continuous shift-update-capture-shift sequence. In TBLK1 mode the scan chains
within the 89C100 are concatenated into a single chain containing internal, boundary
and clock control scan chains. Hence after an initial shift-update sequence, the
requirements of (1) and (2) have been met. The Capture-DR state is then used to mea-
sure the state of the primary outputs of BLK1 by issuing a clock to the boundary with
the shift control not asserted. A delayed version of the clock (or update pulse in the
case of the pseudo clocks) is then used to apply clock, set or reset to the internal scan
chain to implement the internal chain capture. This occurs only when indicated by the
value of the “capture” output from the clock control state machine.

Clock Control Register

The other three bit positions in the clock control scan chain are transferred to the
clock control register during a DR-update sequence, where they are decoded by the C-
Decode logic to specify which vector class the following capture sequence belongs to
out of the following categories:

Shift only, no capture.

Capture scan chain, (i.e. shift high during capture clock).
Normal clocked vector.

Set vector, no clock.

Reset vector, no clock.

Ovk o

Since the last two categories are only required when the logic under test contains
asynchronous sets or resets, they are not required for the 89C100.

Mode Gating Logic

The decoded vector type information is combined with the clock control FSM informa-
tion and the primary scan controls from the NCR TAP controller and instruction regis-
ter decodes to generate control signals for each of the four scan chains with the
89C100: iscan, bscan, pscan (if present) or cscan. These signals are buffered and dis-
tributed throughout the device to the various chain elements. Since the 89C100 does
not require a partition scan chain for its final implementation, these controls have
been deleted.

Rev. 1.0
SBus I/O Chipset Data Manual



NCR89C100 Chip Specification

Scan Datapath

The scan datapath within the JTAG Controller contains the chain configuration logic,
implemented as a series of multiplexors; inter-chain flops to guarantee hold margins;
the Cscan register; JTAG compliant ID, BYPASS and IR shift registers and the TDO
output multiplexors and flop. This datapath, like the external scan chains and test
logic is controlled by the scan control logic described above. The only variation from a
more conventional IEEE 1149.1 implementation is the ability to configure the scan
chain into various different modes based on the instruction type. The use of the hold
flops, clocked by TCK-~ is simply an implementation detail to reduce the effects of
clock skew between the separate scan chains.

The 89C100’s scan datapath does not include a partition scan chain, as in its final
implementation this functionality has been incorporated into the internal, or “iscan”
chain to facilitate physical implementation of the device. The elements of the embed-
ded partition scan chain are therefore controlled by the same datapath controls as the
existing iscan chain elements.

Table 2-14 lists the lengths of the various scan chains that comprise the 89C100’s scan

datapath.
Table 2-13 89C100 JTAG Chain Lengths
Chain Name NElITnI::;t:f
BYPASS 1
ID. 32
Instruction Register 4
Internal ‘ 893
Boundary 209
ATPG 1105
Performance

The design as implemented in NCR’s VS700H 0.95um (drawn) standard cell library
has been verified to operate at a 5MHz scan rate.

The JTAG controller occupies approximately 700 gates, and the scan overhead for the
simple multiplexed flop scan element that it supports is estimated at about 10% from
a gate count perspective, 5% in total area overhead.
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Functional Timing Diagrams

These timing diagrams illustrate a DMA access by the 89C100 on the SBus as well as
all the common slave accesses to the 89C100 address ports. Optimal translation time
(1 cycle) is assumed for DMA.

SBus DMA Burst Read (1 Word/Clock)
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sb_bg_ \
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(Data flow from memory to the DMA2)
For other possible SBus cycles, see the SBus Specification; this Is just one example.

Figure 2-10  SBus DMA Burst Read (1 Word/Clock)

DMA2 ENET and SCSI Register Accesses
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Figure 2-11 DMA2 ENET and SCSI Register Accesses
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DMA2 Parallel Port Register Accesses
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Figure 2-12
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Figure 2-13  ENET Controller Register Accesses
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SCSI Controller Register Access
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Figure 2-14  SCSI Controller Register Accesses

External ID PROM Read Access

o
-
N
W
H
(4]
(2
~
rf

wo [ LI L LI LI LU L

sb_sel_

sb_as

sb_pa[27:0]

sb_d[31:0] VA Read)——

(read)

sh_size[2:0]

PA

1eg )]

sb_rd

sb_ack[2:0] {( 5

id_cs. \ /——
>__

p_data[7:0] ( << ( (

Figure 2-15 External ID PROM Read Access
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Electrical Considerations

This section defines the following electrical specifications for the 89C100:
* Absolute and recommended operating conditions
¢ DC characteristics
¢ AC characteristics
¢ Power consumption

The 89C100 is implemented in NCR’s VS700H process, and normal handling precau-
tions required by all MOS devices must be observed. Regardless of the fact that all
inputs and outputs are protected against ESD damage by internal protection struc-
tures, the device can be degraded or destroyed by exposure to high electrostatic fields.

Absolute Maximum Ratings

The following section details the absolute maximum ratings of the 89C100 chip. Oper-
ation of the device at values in excess of those listed here will result in degradation or
destruction of the device and should be avoided. This table does not imply that func-
tional operation at conditions above those listed in the “Recommended Operating Con-
ditions” is possible. This is a stress rating and operation of a device at or above this

rating may cause failure or affect reliability.

Table 2-14 Absolute Maximum Operating Conditions

Name Symbol Min Max Units
Supply Voltage Vaa -0.5 +17 Volts
Input, Output Voltage Vim -0.5 Vaq + 0.5 Volts
C'urrent Drain Vdd and Vss I 100 mA
pins
Lead Temperature (less than .
10 second soldering) T 250 ¢
Operating Temperature T 0 70 °C
Storage Temperature T -55 150 °C

Recommended Operating Conditions

The following section details the recommended DC operating conditions for the

89C100 chip:
Table 2-15 Recommended Operating Conditions
Name Symbol Min Nom Max Units
Supply Voltage vdd 4.75 5.0 5.25 Volts
’(I?peratmg Free-Air Ta 0 25 70 oC
emperature
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DC Characteristics

This table specifies the DC characteristics of the 89C100 chip over the range of the
recommended operating cenditions.

Table 2-16 DC Characteristics

Name Symbol Min Nom Max Units
TTL Input Receiver
High Level Input Voltage Vin 2.0 Volts
Logic Low Input Voltage Vi 0.8 Volts
DS1216 Schmitt Input Receiver
High Level Input Voltage Vin 1.9 1.6 Volts
Logic Low Input Voltage Vil 1.2 0.9 Volts
DS1218 Schmitt Input Receiver
High Level Input Voltage Vin 21 1.8 Volts
Logic Low Input Voltage Va 1.2 0.9 Volts
DS1238 Schmitt Input Receiver
High Level Input Voltage Vin 4.1 3.8 Volts
Logic Low Input Voltage Vi 1.2 0.9 Volts
Minimum high-level source current, V,, =24V
2 mA buffer 2.0
4mA buffer 4.0
8mA buffer : 8.0
16 mA buffer S EETY; ma
24 mA buffer 24.0
48mA buffer n/a
Miniﬁum low-level sink current, V,; =04V
2 mA buffer 2.0
4mA buffer 4.0
8mA buffer 8.0
16 mA buffer 16.0
24 mA buffer S Yy A
48mA buffer 48.0
SCSIPAD (V4= 0.5V) 48.0
SCSIPADF (V4 =0.5V) 48.0
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Name Symbol | Min Nom Max Units
Input Leakage Current Lin +10 LA
’(I}‘Il'll:::rtl: Output Leakage I, +10 uA
High Level OQutput Voltage Von 4.4 4.5 Volts
Low Level Output Voltage Vol 0.0 0.1 Volts
Input Capacitance Ci 6 pF
Output Capacitance Co 6 pF
Bidirectional Pin Capacitance Cb 6 pF
SCSI Pin Capacitance 10 pF
AC Characteristics
The following table lists the 89C100 AC characteristics specification:
Table 2-17 89C100 AC Characteristics
Number Description Conditions Min Max Units
SBus Timing
1 Clock Period 40.0 60.0 ns
2 Clock High 17.0 ns
3 Clock Low 17.0 ns
4 Hold wrt CLK Rising 0.0 ns
5 Setup to CLK Rising 15.0 ns
6 Hold wrt CLK Rising See Note 1 1.0 ns
7 Hold wrt CLK Rising 0.0 ns
8 S,ﬁfi(dmsmg to Output 160 pF load | 2.5 225 ns
o |CLERisingtoOutput | 160 ppioad | 25 | 200 | s
Parallel Port Timing
10 CLK to p_d_strb 75 pF 35 ns
11 |p_d_strbnom. width | DSW=01,23| 3 psflgi“(}(ll‘s
19 g;;i::: valid to p_d_strb 75 pF 5 ns
13 p_data valid (nominal) DSS=0,DSN=3 6 ;:ﬁf;lci{s
14 p_ack, p_bsy setup to clk 5 ns
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SBus I/O Chipset Data Manual



NCRB89C100 Chip Specification

Table 2-17 89C100 AC Characteristics (Continued)

Number Description Conditions Min Max Units
15 p-ack,p_bsy input pulse 3 sb_clk
width periods
16 p_d_strb setup to clk 5 ns
17 p_d_strb input pulse 3 sb_clk
width periods
18 p_data setup to p_d_strb 36 ns
19 p_data input hold from 4 sb_clk
p_d_strb periods
20 p_d_strb to p_bsy valid 75 pF 2 3+26 ns sb_clk
- = periods
21 CLK to p_ack, p_bsy 75 pF 40 ns
p_ack, p_bsy nominal sb_clk
22 pulse width 75 pF 8 periods
23 CLK to output 75 pF 35 ns
SCSI Timing
24 Clock period (tcp) 25 83.3 ns
25 Synchronization latency toL toL+tep ns
With FASTCLK bit reset
g6 |Clock frequency, asyn- | geo Noten | 12 25 | MHz
chronous
o7 Clock frequency, synchro- See Note 2 20% 95 MHz
nous
28 Clock high 14.58 [0.65%tqp ns
29  |Clock low (top) 14.58 |0.65*tgp| ns
: With FASTCLK bit set
gg |Clock frequency, SeeNote2 | 20* 40 MHz
asynchronous
g7  |Clock frequency, See Note 2 | 38* 40 MHz
synchronous
28 Clock high 0.40%tcp | 0.60%tcp ns
29 Clock low (tcr) 0.40%top | 0.60%tcp ns
Asynchronous SCSI
30 Da?a setup to scsi_ack_/ 60 ns
scsi_req_ low
Data hold from scsi_req_
31 high/scsi_ack_ low See Note 3 5 ns
scsi_ack_ low to
32 scsi_req_ high 50 ns
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Number Description Conditions Min Max Units

scsi_ack_ high to

33 scsi_req_ low See Note 4 45 ns
(data already setup)
scsi_req_ high to

34 scsi_ack_ high 50 ns
scsi_req_ low to

35 scsi_ack_ low See Note 4 50 ns
(data already setup)

36 Da?a setup to scsi_req_/ 0 ns
scsi_ack_ low

37 Dat.;a hold from scsi_req_/ 18 ns
scsi_ack_ low

Synchronous SCSI
Normal SCSI

38 Da?a setup to scsi_req_/ 55 ns
scsi_ack_ low

39 Dat.;a hold from scsi_req_/ 100 ns
scsi_ack_ low
scsi_req_/scsi_ack_

10 assertion period 90 ns

41 scsi_req _/scs.l_ack_ 90 ns
negation period

Fast SCSI

38 Dat.:a setup to scsi_req_/ 25 ns
scsi_ack_ low

39 Datga hold from scsi_req_/ 35 ns
scsi_ack_ low

40 sS:S1_req:JscS1_ack_ asser- 30 ns
tion period

41 s'cereq'_/scsLack_ nega- 30 ns
tion period

Synchronous SCSI Input Cycle

49 Dat.:a setup to scsi_req_/ 5 ns
scsi_ack_ low

43 Dat.;a hold from scsi_req_/ 15 ns
scsi_ack_ low

44 scsi_req_ assertion period 27 ns

45 scsi_req_ negation period 20 ns

46 scsi_ack_ assertion period 20 ns

47 scsi_ack_ negation period 20 ns

Ethernet Timing
48 enet_tclk period 99 101 ns
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Table 2-17 89G100 AC Characteristics (Continued)

Number Description Conditions Min Max Units

49 enet_tclk high pulse 45 ns
duration

50 t?ilz)cjlt__tclk low pulse dura- 45 ns

51 enet_tclk rise time 8 ns

52 enet_tclk fall time 8 ns
enet_tena propagation

53 delay after rising edge of 25 ns
enet_tclk

54 enet_tena hold time after 7 ns
enet_tclk rising
enet_tx propagation delay

55 after enet_tclk rising 32 ns

56 enet_tx hold time after 7 ns
enet_tclk rising

57 enet_rclk period 85 118 ns
enet_rclk high pulse

58 duration 38 ns
enet_rclk low pulse

59 duration 38 ns

60 enet_rclk rise time 8 ns

61 enet_rclk fall time 8 ns

62 enet_rx data rise time 8 ns

63 enet_rx data fall time 8 ns

64 enet_rx data hold time 5 n
from enet_rclkrising S
enet_rx data setup time

65 to enet_rclkrising 40 ns

66 enet_rena low duration 120 ns

67 enet_clsn high duration 110 ns
enet_rena hold time after

68 the rising edge of 1 ns
enet_rclk

69 enet_rena defer before 356 n
enet_tena §
enet_rena extended after

70 enet_rclk last falling 275 ns

NOTE 1: This is the only violation of SBus Specification B.0. No known implementation to date pro-
vides less than 1.0 ns hold time on these signals.

NOTE 2: These minimum numbers required to comply with ANSI SCSI specification. For Synchro-
nous SCSI data transfers and FASTCLK enabled, the clock inputs must also meet the follow-
ing requirements: 2*¥tp+t1>97.92 ns and 2tcp+toy>97.92 ns’

NOTE 3: FIFO is not empty.

NOTE 4: FIFO is not full.
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AC Timing Diagrams
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Figure 2-16  SBus Input Signals

SBus Output Signals
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Figure 2-17  SBus Output Signal
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Parallel Port Output Timing
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Figure 2-18  Parallel Port Output Timing

Parallel Port Input Timing
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Figure 2-19  Parallel Port Input Timing

Parallel Port, Other Timing
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SCSI Clock
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Figure 2-21  SCSI Clock
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csiack_(ou) T\ 32 AT
A ;
scsi_req_(in) / N
scsi_ack_(in) RN //‘—‘
i /
ssid. Y X
M 30 > ¢ 31

Figure 2-22  SCSI Asynchronous Qutput

SCSI Asynchronous Input

scsi_req_(out) / N
32 Pl

si_ack_(oput) « X /|
¢ 35

scsi_req_(in) N\ J'
— ,
scsi_ack_(in) ; /|

scsi_d_

36 37

Figure 2-23  SCSI Asynchronous Input
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SCSI Synchronous Output

| scsi_req_(out) \ /’_———-\
T
icsi_ack_(ou) \ TN
< 40 "€ 41 >
sost.dfow) X1 X X__ X
sesl. ) ) X X__ X

»l D

38| 39

Figure 2-24  SCSI Synchronous Output

SCSI Synchronous Input

scsi_req_(in) \ AN \
scsi_ack_(in) \ A N
¢ 46 e 47 >
scsi_d_(in) X X
42| 43

Figure 2-25 SCSI Synchronous Input
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Ethernet Transmit/Receive Timing

48— 49— le— 51—py [4— 52— | |4—
enet_tclk KMMW_
—> <4— 50
< 69 < 54
1
enet_tena / \t‘

53— l4—

55— [¢— —> 56
eret_x AmmA OXXXRKKXX R £ X XXX

57 —p 58 <+ —p| [ 4— 61
enet_rclk

] —
enet_rena _7 e
62 < <4—63 —p» <4—64
enet_rx D( 4% ‘% D¢ D4 X ><

Figure 2-26  Ethernet Transmit/receive timing

Ethernet Collision Timing

67 ——p
enet_clsn

Figure 2-27  Ethernet Collision Timing
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Power Consumption

Page 2-56

The 89C100 power consumption depends on SBus clock frequency, SBus and other
output loading, and the workload. Power measurements are given for maximum load-
ing (every ASF/functional block running in a manner to maximize power consump-
tion) of the device. These measurements were taken over the entire operating ranges
of voltage and temperature. The typical number reflects the average power consumed
by the device under these conditions and the maximum number reflects the high limit
of power that the part may consume in operation. Note that in normal system opera-
tion, the power consumption should fall at or below the typical number given here.

Table 2-18 Power Consumption

Typical Maximum .
SBus Freq power power Units
25 MHz 750 1400 mW

The 89C100 is packaged in a 160-pin PQFP package, and uses a custom copper lead-
frame to enhance thermal performance. The package thermal parameters are:

Table 2-19 Package Thermal Parameters (Still Air)

Oja Units
24 °C/W

The 89C100 AC characteristics are given at 70°C junction temperature. By using the
package characteristics and the power consumption numbers, one can get a rough
idea of the allowable operating environments. Operation at junction temperatures in
excess of 70°C is not recommended for performance reasons (the critical timing paths
will not meet 25 MHz SBus specifications above this temperature). Operation at junc-
tion temperatures above 125°C is not recommended at any time, as it will cause reli-
ability problems.
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Packaging Information

The 89C105 chip is a standard cell design, based on the NCR VS700H technology.
(0.95 micron drawn, 0.7 effective).

Packaging Identification

The 89C105 is packaged in a 160 pin Plastic Quad Flat Pack (PQFP), with the follow-
ing marking (the last line will be filled in with wafer lot and date code information):

NCRZ9C100

0391159
VXXXXXX ZYYWW

Figure 2-28  Packaging Identification
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Mechanical Packaging Specification

il D L
¢ D1 L

E El1 E3

.

T
]

A AZA SEE DETAIL A

Figure 2-29  Mechanical Packaging Specification
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BASE
= METAL

T

c

4

DETAIL B

Figure 2-30 Mechanical Packaging Specification (Detail A and B)
Table 2-20 Package Measurements (mm)
SYM MIN. NOM. MAX.
A — _ 4.07
Al 0.25 — —
A2 3.17 3.42 3.67
D 31.65 31.90 32.15
D1 27.90 28.00 28.10
D3 25.35 Ref.
E 31.65 31.90 32.15
El 27.90 28.00 28.10
E3 25.35 Ref.
L 0.65 0.80 095
L1 1.95 Ref.
L2 0.40 — —
0.65 BSC.
b 0.22 — 0.38
bl 0.22 030 033
c 0.13 — 0.23
cl 0.13 — 0.17
R 0.13 — 0.40
0 0° — 7°

SBus I/O Chipset Data Manual

)

&
le—bi—{ \ WITH

PLATING

Page 2-59



NCR89C100 Chip Specification

0SC1401 Crystal Oscillator

Page 2-60

Features
¢ 20-50 MHz operation
e Buffered on-chip output all =
e Power-down mode E

ouTB

gm = 72 mA/V typical .—)| oscia01 | O
e

Inputs: XTLI, EN 02
Outputs: OUTB, XTLO
Kit Part: OSCHIP 1-A

XTLO

i2 | EN

Description

0SC1401 is a Pierce-type high frequency crystal oscillator cell designed to operate
from 25 MHz to 50 MHz. It is also possible to operate the OSC1401 as a crystal oscil-
lator down to 3 MHz. Lower frequency operation may be desired if the frequency
range of the IC product extends below 25 MHz as well as between 25 and 50 MHz.

Designs using a fundamental mode crystal require two external tuning capacitors and
a resistor to complete the oscillator circuit. The resistor, R1, shown in Figure 2-10will
be required to provide adequate phase shift at the lower fundamental frequencies.

Typical values for R1 will be 100 ohms at 25 MHz to several hundred ohms at 10 MHz.

Fundamental mode crystals are not as easy to obtain above 25 or 30 MHz so oscilla-
tors in this frequency range are often designed to use a third overtone crystal. An
additional inductor and coupling capacitor are required for overtone operation. Over-
tone operation from 25 to 50 MHz may also require a resistor in series with Cj to opti-
mize performance (see the overtone circuit shown in Figure 2-11.

A power-down mode allows the oscillator to be turned off when it is not needed, to con-
serve power. This is especially useful in battery powered applications. The EN
(ENable) pin must be high for normal operation and low for power-down mode. In
power-down mode the self-bias device, MP1, is turned off and the XTLI input is pulled
to ground by an open drain n-channel FET. This causes XTLO and OUTB togo to a
logic 1. Note that the buffer between XTLO and OUTB is noninverting.

XTL XTLO
Amplifier ouTB
Doi l\
I/
Buffer
EN _

MP1
TS

Figure 2-31  Functional Diagram
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When EN is changed from low to high the oscillator may require several milliseconds
to start-up and produce a stable output. The start-up time is dependent upon crystal
parameters, especially the motional inductance of the crystal, L, as shown in Figure
2-12. A higher inductance value causes a slower start-up time. The analysis of startup
time is beyond the scope of this data sheet but is covered in the references.

Preferred locations for 0SC1401 are near the center of any side of the packaged part
to minimize bond wire and lead frame parasitics. This is especially important in DIP
packages. It is also desirable to place power (Vpp) and ground (Vgg) pins near the
oscillator cell. A short, wide circuit board ground trace must be used from the Vgg
pin(s) to the external tuning capacitors, C; and C,. It is also important to provide a
0.01 pF or 0.1 uF bypass capacitor from Vpp to Vgg (very close to the pins) for proper
oscillator operation.

Driving External Circuits

To drive external circuits with an oscillator generated clock, the on-chip oscillator
output (OUTB) should drive a pad buffer such as OUTINYV, which in turn drives an
output pad such as an OPD8. A special output pad cell, the OPD16SYM, may be
driven directly by the oscillator OUTB port without a buffer. This method provides the
best possible waveform symmetry for driving external CMOS level circuits since the
OPD16SYM has symmetrical low-high and high-low output drive. The oscillator out-
put, XTLO, should not normally be used to drive external circuits except the oscillator
components. To avoid undesired parasitic feedback paths, separate power and ground
pins must be used to isolate the oscillator cell when it drives any pad cell, with or
without an intermediate buffer.

Driving the 0SC1401

In some cases, the user may want the option of driving the OSC1401 input with an
external clock source rather than operating the cell as an oscillator. This may be the
case if a clock source is available on the PC board of some products and not on others.
The XTLI input can be driven with an external source provided XTLO is left uncon-
nected. The maximum toggle frequency is typically 50 MHz with no load on XTLO.
The signal driving XTLI must be from a CMOS driver such as standard 54/74HCxxx
IC's or some other rail-to-rail driver. A TTL driver does not provide an adequate HI
output level to drive the OSC1401 at high frequencies. Any application of the oscilla-
tor cell in which the input is driven should be first reviewed with an NCR applications
engineer.

Theory and External Components

The internal bias device, MP1, causes the inverter to self bias to approximately

Vpp /2. This is an operating point where the inverting amplifier has high gain, which
is necessary for the circuit to oscillate. The on-resistance of MP1 is approximately 5
MQ such that it will not affect the AC performance of the circuit.

Figures 2-11 and 2-12 show the external components required for fundamental and
overtone operation. In Figure external components Cy, C, and the crystal, form a pi
network which resonates at the specified crystal frequency. The ratio Co/C; should be
somewhat greater than unity since it is a term in the loop gain equation. Increasing
the ratio too much will cause the voltage swing on XTLI to exceed the supply rails
which is undesirable. Typically, a range of 1.1 < (C o/C;) < 1.5 should be used.
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ouTtB

External to IC
Ry
XTAL 200 O

I[Il

1ul

c, 4+ lc,
39 pF L 20 MHz i 56 pF

Figure 2-32  Typical Fundamental Mode Circuit

The series combination of C5 and C; should also be approximately equal to the load
capacitance specified for the quartz crystal. The strays associated with each node, and
the oscillator input and output capacitance should be included in calculations which
involve C 5 and C,. Typical component values are shown in Figures 2-12 and 2-13.

The output resistance of the oscillator core, along with C,, forms an RC low pass cir-
cuit. This pole contributes additional phase shift to insure that the phase shift around
the loop is greater than 360 degrees, which is required for oscillation. In some cases
the addition of a resistor in series with the output will improve performance and
reduce the power supply current.

ouTB
XTLI XTLO [I]
Externalto IC
XTAL e
il R,
l 36 MHz 200 @
C,

Figure 2-33  Typical Third Overtone Circuit

To achieve overtone oscillation, the crystal's fundamental mode must be suppressed
by making the loop gain lower at the fundamental frequency compared to the third
overtone frequency. An overtone crystal will resonate at its fundamental frequency
unless the loop gain is forced to be higher at the overtone frequency. Loop gain must
be less than one at the fundamental and greater than one at the desired overtone to
insure startup on the overtone frequency.

Rev. 1.0
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Referring to Figure 2-11, the additional components necessary for overtone operation
are a coupling capacitor and an inductor. The coupling capacitor is a DC block so the
inductor does not short the inverter output to ground. In some cases a resistor in the
range of 10-100 ohms in series with C3 will improve the duty cycle and minimize sup-
ply current. Cg is chosen such that its impedance is low compared to other components
at the operating frequency. Values between 0.0015 pF and 0.01 pF are a good choice.

The inductor, L,, is selected such that its impedance lowers the loop gain at the funda-
mental frequency relative to the third harmonic. The resonant frequency of the circuit
made up of Cy and L, is set midway between the fundamental and third overtone fre-
quency. This causes the equivalent impedance to look inductive at the fundamental
and capacitive at the third overtone frequency. The equivalent capacitance of C5 and
1, in parallel at the third overtone is used to calculate C, (effective) at the output
node.

The value of C; may be reduced to as low as 10 pF since the input referred Miller
capacitance actually increases the effective input capacitance beyond the specified
values. Some experimentation with component values should be anticipated prior to
specifying final production values. Refer to Table 2-23 for typical external component
values.

Table 2-21 Typical Overtone Component Values

Third
Overtone C4 C, L,
Frequency
25 MHz 33 pF 120 pF 0.68 n
35 MHz 22 pF 100 pF 047 pH
50 MHz 22 pF 100 pF 0.22 uH
Note: C1 = 0.01 pF

Crystals

The OSC1401 is a Pierce type oscillator circuit in which the crystal is operated in its
parallel resonant mode. (Refer to the crystal equivalent circuit - Figure 2-12.) At par-
allel resonance, the LRC leg appears slightly inductive and resonates with C and the
circuit load capacitances, C; and C,. Typical equivalent circuit component values are
shown in Table 2-20. The values should only be used as a guideline in selecting a crys-
tal for your application. The Ryax column, however, should be adhered to when speci-

fying a crystal. It will ensure a quality crystal which will resonate in a circuit using
the OSC1401 cell.

L R C
Abh Av‘v‘v J| I"—
D ——— | -—
|1
|
Co

Figure 2-34  Crystal Equivalent Gircuit

Simulation and Test
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For simulation purposes, the XTLI to XTLO propagation delay is zero. In production
test, the XTLO pin will be driven with the complement of the XTLI test signal. This is
transparent to the designer.

The most thorough method of testing an oscillator circuit is to determine phase mar-
gin and gain by breaking the loop and making measurements with a network ana-
lyzer. A very basic test is observing the output waveform at XTLO on an oscilloscope
when Vdd is first turned on, and in steady state. A FET probe should be used to keep
capacitive loading to less than 2 pF. A standard 10X probe has an input capacitance of
approximately 13 pF which will change the characteristics of the oscillator loop. A
buffered output, which is available on the kit part, should be monitored if a standard
probe is to be used.

Table 2-22 Typical Measured Crystal Parameters (Represents Several Manufacturers' AT Cut Crystals)

Crystal
Frequency L c co R Ruax
10 MHz 10.64 mH 23.83 fF 5.998 pF 14 Q 30 Q
20 MHz 3.042 mH 20.81 fF 5.310 pF 6.7 @ 25Q
24 MHz 25.005 mH 1.762 fF 4.095 pF 19 Q 50Q
36 MHz 13.321 mH 1.467 fF 6.88 pF 32 Q 50Q
48 MHz 6/997 mH 1.571 {fF 6.407 pF 23 Q 50Q
Specifications
Table 2-23 Electrical Specifications
.| Typical . Operating Comments/
Parameter Min @ 25 °C Max| Unit Temp. Range °C| Conditions
Power supply 4.5 5.5 \" -55 to 125
range
Amplifier 72 25
transconductance| 49 106 |mmhos 0to 70|Vpp =5.0+ 10%
47 120 [(mA/V) -40 to 85|Note 4
(gm) 38 120 -40 to 125
38 125 -55 to 125

Note 1 - Some experimentation with external component values should be
anticipated prior to specifying production values to achieve the duty
cycle specifications shown.

Note 2 - DC bias voltage of core inverter input and output (XTLI and XTLO)
with no crystal in the circuit.

Note 3 - Start-up time is dependent on the external circuit and the specific
crystal being used. Start-up time is defined as the time required for the
envelope of the XTLO output to reach 90% of final amplitude. This
insures that OUTB is a valid clock.

Note 4 - At operating temperatures above 85 °C the load capacitance (CL) must
be reduced below 32 pF for adequate gm margin at higher frequencies.

Rev. 1.0
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Table 2-23 Electrical Specifications (Continued)

Typical Operating Comments/
Parameter Min @25 °C Max| Unit Temp. Range °C| Conditions
Input 11.9 25
capacitance 8.3 16.0 0to 70
8.3 16.0| pF -40 to 85|Vpp = 5.0+ 10%
(CXTLID 8.3 16.0 -40 to 125
8.3 16.0 -55 t0 125
Output 6.1 25
capacitance 4.5 8.1 0to 70
45 81| pF -40 to 85|Vpp = 5.0 £ 10%
(CXTLO) 4.5 8.1 -40 to 125
4.5 8.1 -55 t0 125
50 % 25
45 55 0 to 70{At OUTB output
Duty cycle 45 55 -40 to 85|Note 1
45 56 -40 to 125
45 57 -55 to 125
Self bias voltage 2.50 \% 25|Vpp=5.0V
Note 2
Startup time 2.0 mS 25|Note 3
Power-down RA

(EN=0)
supply current

Note 1 - Some experimentation with external component values should be
anticipated prior to specifying production values to achieve the duty

cycle specifications shown.

Note 2 - DC bias voltage of core inverter input and output (XTLI and XTLO)
with no crystal in the circuit.

Note 3 - Start-up time is dependent on the external circuit and the specific
crystal being used. Start-up time is defined as the time required for the
envelope of the XTLO output to reach 90% of final amplitude. This

insures that OUTB is a valid clock.

Note 4 - At operating temperatures above 85 °C the load capacitance (CL) must
be reduced below 32 pF for adequate gm margin at higher frequencies.
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Table 2-24 Power Supply Current - Overtone Mode

Supply Current Operating Temp. °C
Ipp =11.0 mA + (0.1 mA/MHz) x f (typical) 25
Ipp =19.0 mA + (0.1 mA/MHz) x f (maximum) 0to 70
Ipp = 20.0 mA + (0.1 mA/MHz) x f (maximum) -40 to 85
Ipp = 20.0 mA + (0.1 mA/MHz) x f (maximum) -40 to 125
Ipp = 20.5 mA + (0.1 mA/MHz) x f (maximum) -55 to 125
Note: f = frequency in MHz (between 25 - 50 MHz)

Table 2-25 Power Supply Current - Fundamental Mode

Supply Current Operating Temp. °C
Ipp = 6.0 mA + (0.2 mA/MHz) x f (typical) 25
Ipp =11.0 mA + (0.2 mA/MHz) x f (maximum) 0to 70
Ipp =12.0 mA + (0.2 mA/MHz) x f (maximum) -40 to 85
Ipp =12.0 mA + (0.2 mA/MHz) x f (maximum) -40 to 125
Ipp =12.5 mA + (0.2 mA/MHz) x f (maximum) -55 to 125

Note: f = frequency in MHz (between 25 - 35 MHz) with a fundamental mode

crystal.
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DMA2
DMA Core

The DMAZ2 core is functionally equivalent to the LSI 1.64854 DMA controller and
provides three channels for DMA over the SBus. It has three external interfaces
designed to provide DMA access to one NCR92C990 Ethernet Controller (compatible
with AMD7990), one NCR53C9X SCSI Controller! (SCSI), and one programmable
parallel port (Centronics®-type). The DMAZ2 contains internal buffering for these
DMA channels in the form of a cache for the ENET interface and FIFOs for the SCSI
and parallel port interfaces. It also contains control/status registers for each of the
three interfaces, several SCSI and parallel port support registers, and a write buffer
for slave accesses to the ENET. The design of the DMA2 is based on those of the SBUS
DMA+ controller chip (LSI L645853A) and the parallel port from the SBus Hardcopy
1/0 Device (HIOD chip), and incorporates a number of new features for increasing
performance and allowing different modes of operation necessary for new systems. By
default, DMAZ2 is software compatible with DMA+. Software enables DMA2’s
additional features by changing the default values of appropriate mode bits in the
control/status registers.

Features

¢  Supports 10 MByte/sec SCSI transfers, 1.25 MByte/sec Ethernet transfers,
and 4 MByte/sec parallel port transfers.

* Supports 4-word, 8-word, and ‘no burst’ SBus burst modes.

* 64-byte internal cache for Ethernet data buffering.

* 64-byte internal FIFOs for SCSI and parallel port data buffering.

* 16-bit write buffer for slave writes to ENET.

¢ Improved cache and FIFO draining algorithms for better SBus utilization.

¢ Internal address and byte count registers and “NEXT” address/byte count
features for data block chaining on SCSI and parallel port interfaces.

¢ JTAG test interface.

1. The NCRb63C9X is identical to the FAS101 licensed from Emulex Corporation.

Rev. 1.0 NCR839C100
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Pinout Information

NCR89C100
Page 3-2

SBus Interface
57 Signals
Name Direction Description
sb_d(31:0) /0 SBus Data Bus
sb_br_ (0) SBus Bus Request
sb_bg_ I SBus Bus Grant
sb_ack(2:0) /0 SBus Acknowledge
sb_reset_ I SBus Reset
sb_lerr_ I SBus Late Error (INT15)
sb_clk I SBus Clock input
sb_rd /O SBus Read/Write_
sb_sel_ I SBus Select
sb_d_irq_ (0] SBus Interrupt for SCSI transfers
sb_e_irq_ (o) SBus Interrupt for ENET transfers
sb_p_irq_ 0 SBus Interrupt for Parallel Port transfers
sb_siz(2:0) /0 SBus transfer Size
sb_as_ I SBus Address Strobe (addr is valid)
sb_a[x] I ggglél(;r;ieg :cléséii:;all address bits
fah | 1| e el adires i
bad || e e
sb_a(4:0) I Low order physical address bits

1. These signals, sb_a (%, ¥, z), correspond to 89C100 signals sb_pa (x, y, W), respectively.
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Lance Interface

35 Signals
Name Direction Description
e_as_ 1 ENET Address Strobe
e_hold_ I ENET Hold
e_hlda_ (0) ENET Hold Acknowledge
e_read /0 ENET Read
e_das_ 1/0 ENET Data Strobe
e_rdy_ /0 ENET Ready
e_cs_ 0] ENET Chip Select
e_irq_ I ENET Interrupt Request
e_reset_ (0] ENET Reset
e_byte I ENET Byte Marker
e_a(23:16) I ENET High Order Address
e_ad(15:0) /0 ENET Address/Data Bus
e_sb_al 0] Buffered Version of sb_a(1) for ENET
SCSI Interface
16 Signals
Name Direction Description
d_d(7:0) 1/0 SCSI Data Bus
d_req I SCSI DMA Request
d_ack_ (0] SCSI DMA Acknowledge
d rd 0 SCSI Read Strobe
- (reg read or dma data to memory)
d wr 0 SCSI Write Strobe
- (reg write or dma from memory)
d_cs_ 0] SCSI Chip Select for slave register access.
d_irq_ I SCSI Interrupt Request
d_reset (0] SCSI Reset
id es 0 Sf:condary D.evice. Select (boot prom) output. Pull
- high to specify existence of external prom

SBus I/O Chipset Data Manual
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Parallel Port Interface

21 Signals
Name Direction Description
p_data(7:0) 1/0 Parallel Port Data Bus
p_d_strb /0 Parallel Port Data Strobe
p_bsy_ /0 Parallel Port Busy
p_ack 1/0 Parallel Port Acknowledge
p_pe_ 1/0 Parallel Port Paper Error
p_slet_ 1/0 Parallel Port Select
p_error I Parallel Port Error
p_init (0] Parallel Port Initialize
p_slct_in 0] Parallel Port Select In
p_afxn 0] Parallel Port Auto Feed
p_ds_dir_1 o Parallel Port Data Strobe Direction
p_bsy_dir_! 0] Parallel Port Busy Direction
p_ack_dir_1 0] Parallel Port Acknowledge Direction
p_d_dir 1 0) Parallel Port Data Direction

1. The Parallel port direction bits, p_ds_dir_, p_bsy_dir_, p_ack_dir_, and p_d_dir_, have the following
polarity: asserted (p_*_dir_=0) sets transfer direction toward DMA2, unasserted (p_*_dir_=1) sets
transfer direction away from DMA2.

Miscellaneous

6 Signals
Name Direction Description
jtagdi I JTAG data input
jtagelk 1 JTAG clock
jtagtms I JTAG test mode select
jtagdo 0 JTAG data output
Fast or slow DMA acknowledge cycles (for use with
SCSI controller fast mode should be used - inter-
slow_ I . .
nal pullup means this requires no external connec-
tion for fast mode).
Ethernet select output. Drives NIS input of T7213
tp_aui_ 0] chip to select between twisted pair and AUI type
Ethernet interfaces (See definition of E_CSR(22)).

Rev. 1.0
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Chip Level Block Diagram

SBUS

DMA2

e_slave_ctrl
d_slave_ctri

size, . l

drain req,ack,r/w_,drain r__.

Ethernet SCSI Parallel Port

DMA data path —— Addr & ctrl paths
Slave data path
Rev. 1.0 NCR89C100
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Address Maps
DMA2 Internal Registers

Table 3-1 DMA Internal Registers

sb_a(x, y, z)! | sb_a(4:0)2 Register Accessed Type | Size
000 00000 Internal ID Register® R 32
SCSI Control/Status Register
010 00000 (D_CSR) R/'W | 32
SCSI Address Register
010 00100 (D_ADDR)* R/W | 32
SCSI Byte Count Register
010 01000 (D_BCNT)* R/W | 24
SCSI Test Control/Status Register
010 01100 (D_TST _CSR) R/W | 32
Ethernet Control/Status Register
010 10000 (E_CSR) R/'W 32
Ethernet Test Control/Status
010 10100 | Register (E_TST_CSR) RW | 32
Ethernet Cache Valid Bits
010 11000 (E_VLD) R'W | 32
Ethernet Base Address Register
010 11100 (E_BASE_ADDR) R/'W 8
P-Port DMA Control/Status
101 00000 Register (P_CSR) R/'W | 32
P-Port Address Register
101 00100 (P_ADDR) R'W | 32
P-Port Byte Count Register
101 01000 (P_BCNT) R'W | 32
P-Port Test Control/Status RW
101 01100 Register (P_TST_CSR) 32
P-Port Hardware Configuration
101 10000 Reg (P_HCR) R/'W | 16
P-Port Operation Configuration
101 10010 Reg (P_OCR) R/'W | 16
P-Port Parallel Data Register
101 10100 (P_DR) R/'W 8
P-Port Transfer Control Register
101 10101 (P_TCR) R/'W 8
101 10110 P-Port Output Register (P_OR) R/W
101 10111 P-Port Input Register (P_IR) R'W
P-Port Interrupt Control Register
101 11000 (P_ICR) R/'W | 16
1. sb_a(x, y, z) = sb_a(23:22:26) on typical systems.
2. It is recommended that software access these registers with sb_a(6) = 0 for future expandability.
3. Byte and 1/2 word accesses to this register are also allowed.
4. The “NEXT” Address/Byte Count registers are accessed at these addresses using the D_EN_NEXT
bit in the D_CSR.

NCR89C100
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SCSI Registers (on 53C9X ASF)

Table 3-2 SCSI Registers (on 53C9X Chip)

DMA2 DMA Core

sb_a(x, y, z) | sb_a(5:2) Register Accessed Type | Size
100 0000 Transfer Count Low R/W 8
100 0001 Transfer Count High R/W 8
100 0010 FIFO Data R/W 8
100 0011 Command R/W 8
100 0100 Status/Bus ID R/W 8
100 0101 Interrupt/Status Time-out R/'W 8
100 0110 Seq. Step/Synch transfer period R/W 8
100 0111 FIFO flags/Synch offset R/'W 8
100 1000 Configuration R/'W 8
100 1001 Clock Conversion Factor R/W 8
100 1010 SCSI TEST (chip test use only) R/W 8
100 1011 Configuration (SCSI-2 only) R/W 8
ENET Registers (on NCR92C990 ASF)
Table 3-3 ENET Registers (on NCR92C990 Chip)
sb_a(x,y,z) | sb_a(1) Register Accessed Type | Size
110 0 Register Data Port (RDP) R/W | 16
110 1 Register Address Port (RAP) R/W | 16
Rev. 1.0 NCR839C100
SBus I/O Chipset Data Manual Page 3-9



DMA2 DMA Core

SBus Interface

The DMAZ2 provides for the communication between the SBus and three I/O devices,
each of which are connected to separate ports of the chip. One I/O device port is
tailored to interface with the NCR92C990 Ethernet Controller, one port is tailored to
interface with the NCR53C90X SCSI Controller, and one port implements a
programmable Centronics-type parallel port. However, it is possible to interface with
other I/O devices with some external logic. In this document, the three ports will be
referred to as the ENET interface, the SCSI interface, and the parallel port interface,
and it will be assumed that the ENET and SCSI are connected to their respective
interfaces. Also, the three buffers associated with these interfaces will be referred to
as the E-cache, the D-FIFO, and the P-FIFO, respectively.

The DMAZ2 provides both Slave cycle and Master cycle accesses over the SBus.
Address and Control registers in the DMA2 gate array, along with similar registers in
both the ENET and the SCSI (or other devices in their places), can be accessed by the
CPU via Slave cycles.

Master Cycles

To perform a Master Cycle the DMAZ2 requests the use of the SBus by asserting
sb_br_, the bus request signal. On reception of sb_bg_, bus grant, the DMA2 takes
control of the SBus to transfer data to or from memory, using the signals sb_d(31:0),
sb_read, sb_siz(2:0), and sb_ack(2:0). The address is multiplexed onto the sb_d bus for
all accesses on the SBus.

The sizes of DMA reads from memory to the E-cache, D-FIFO, and P-FIFO are
determined by the E_BURST_SIZE field in the E_CSR, the D_BURST_SIZE field in
the D_CSR, and the P_BURST_SIZE field in the P_ CSR, respectively. All reads to a
given interface will be of the same size, either 1, 4, or 8 SBus words, depending on the
value of the BURST_SIZE field in that interface’s CSR. DMA writes from one of the
interface buffers to memory can be any of the following sizes not greater than the
corresponding read burst size: byte, half-word, word, 4-word, or 8-word. No 2-word
bursts are carried out. The DMA2 SBus interface will always use the largest possible
size when writing to memory. The largest possible size is determined by which bytes
have been written to the DMA2 by the I/O device and the BURST_SIZE field in that
device’s CSR. Note that the slave device accessed by DMA2 must support the transfer
sizes for which the chip is configured.

The SBus interface of the DMAZ2 is capable of supporting rerun acknowledgments
from slaves. The requested DMA transfer will repeat until either it completes or an
error indicator (sb_ack(0) asserted) is received, whereupon it will be aborted. When
the DMAZ2 receives a rerun acknowledge, it will unassert sb_br_ for one clock to give
the CPU and other DMA masters a chance to win SBus arbitration. Then it will
reassert sb_br_ to retry the cycle. Once the DMA2 has asserted sb_br_, it will not
unassert it until it has received sb_bg_ or sb_reset_.

Slave Cycles

NCR89C100
Page 3-10

The CPU accesses registers in the DMA2 chip and attached devices by the use of a
geographical select signal on the SBus, sb_sel_, in conjunction with sb_as_. During
slave cycles the DMAZ2 takes control of the sb_ack(2:0) signals. The combination of
responses are as follows:

Rev. 1.0
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sb_ack(2) sb_ack(1) sb_ack(0) Definition
1 1 1 Insert Wait States **
1 0 Error ack **
1 0 1 8-bit Port ack **
1 0 0 Rerun **
0 1 0 Reserved
0 0 1 16-bit Port ack **
0 1 1 32-bit Port ack **
0 0 0 Reserved
NOTE: This table represents all possible SBus responses. The DMAZ2 can, how-
ever, only generate those responses marked with a **

The DMAZ2 will give a rerun acknowledgment if a slave access is to an I/O device (SCSI
or ENET) that is currently active with a DMA transfer, with one exception. The ENET
interface is considered active with DMA if it is currently asserting e_hlda_ or has
asserted e_hlda_ within the one SBus clock. The SCSI interface is considered active
with DMA if it is asserting d_ack_ or has asserted d_ack_ within two SBus clocks.

The DMAZ2 contains a 16-bit write buffer for slave writes to ENET. This write buffer is
enabled by default, but can be disabled by setting the E_DSBL_BUF_WR bit in the
E_CSR. When E_DSBL_BUF_WR is not set, a single slave write to the ENET can be
carried out without a rerun while it is active with a DMA transfer. A second slave
write to the ENET while it is still active with a DMA transfer will elicit a rerun
acknowledgment. The DMA2 will not give a rerun if a slave access is to an internal
register of the DMAZ2; these accesses can take place concurrently with DMA activity
between the I/O devices and the DMAZ2. Forcing the SBus master (usually the CPU) to
rerun its slave accesses in this manner will insure that a deadlock does not occur
between the SCSI or ENET and the SBus master.

If the slave access to the DMA2 does not cause a rerun acknowledge, then the DMA2
will respond in the following way:

Acknowledge Field accessed

32-bit port ack Internal ID or internal register

16-port ack ENET register or 16-bit parallel port register

8-bit port ack SCSI register, external ID, or 8-bit parallel port register

A byte or half-word access to an on-chip register or a
byte or word access to a ENET register. Note that an
error ack will also be given for a register access of some
size other than word, half-word, or byte.

error ack

Rev. 1.0 NCR89C100
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SBus Identification

This is a mechanism which allows software to uniquely identify each SBus device, since
each device can have a unique ID. The onboard ID of the DMA2 is hardwired to the 32-
bit value 0xfe810103. This value will be returned when the ID field is read by the CPU
if the id_cs_ pin is tied low. If the id_cs_ pin is pulled high through a large (~4.7k) re-
sistor, then access to the ID field will cause an external access using the id_cs_ pin as
an external chip select. For offboard ID reads, ID data should be driven onto p_da-
ta(7:0) when id_cs_ is asserted. The sb_a bits can be used to address the external ID

PROM.

NOTE: For offboard ID reads (external to the DMAZ2), id_cs_ is simply an address
decode from sb_a(x, y, z); therefore, it can be active for a slave read cycle

or a slave write cycle.

The 89C100 provides an internal pullup on id_cs_, thus an external pull-up
resistor is not required.

NCR89C100 Rev. 1.0
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ENET Interface

Block Diagram

Slave control DMA control
(to SBus interface) (to E-Cache control)
sb_a(1) o4 DMA Slave DMA Slave
virtual busy riw_, read write write read
address slave_sel size, data data data data
out slave_riw_ drain
A 7Y r' Y A ‘&
VA(31:24)
E_BASE_ &"
ADDR s E_CSR
ENET 1
Interface
VA(23:0)
State Machine
3
Sync
y YK [y
| e_addr |e

e_a(23:16)e_as_e_sb_al e_hold_ e_read e_hida_ e_ad(15:0) e_irq_ e_reset
e_byte g_:’da);_ e_cs_

DMA data path
Slave data path

Addr & ctrl paths

NCR89C100
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Overview

The DMA2 will provide all necessary buffering and arbitration functions to allow the
ENET to access main memory over the SBus (master cycle) and the CPU to access the
ENET (slave cycle). Between the ENET interface and the SBus interface is a 2 line, 8-
word/line cache (E-cache) with consistency control logic. Each byte in the E-cache has
its own valid/dirty bit, and each line has a bit that determines the meaning of the valid/
dirty bits for that line (i.e. valid or dirty). These valid/dirty bits can be accessed directly
for testing via the E_VLD register. Bytes being transferred to memory are marked
dirty as they are loaded into the E-cache. Bytes being transferred from memory are
marked as valid as they are loaded into the E-cache. Consistency control ensures that
all data written by the ENET gets to main memory in a deterministic manner, and is
handled completely in hardware.

The ENET uses multiplexed address and data, so the DMA2 demultiplexes them
internally. The address supported by the ENET is 24 bits. The upper 8 bits of the 32-
bit virtual address for an ENET transfer come from the E_BASE_ADDR register, and
by default are driven to 0xFF. The ENET has a 16-bit data path which can
accommodate 8 or 16 bit accesses using byte masking capabilities.

Data packing and unpacking is used to reduce the bus bandwidth impact of ENET
transfers on the SBus. The ENET performs 2 distinct types of memory access; data
transfer from or to the network, and message descriptor access for buffer management
control. The ENET performs data transfers in bursts of up to 8 half-word accesses (16
bytes total), and message descriptor transfers as single half-word accesses. The end of
a ENET transfer is detected by the unassertion of the e_hold_ signal.

NOTE: Any I/O device connected to the ENET interface of the DMA2 is required to
unassert e_hold_between write cycles and read cycles, and it is not allowed to unassert
e_hold_ during the e_as_ or e_das_ pulses, or between these pulses.

Transfers To Memory

NCR89C100
Page 3-14

Data from the ENET is packed into the E-cache and marked as “dirty” until one of the
draining conditions is detected. The nine conditions that can cause draining of dirty
bytes to memory are as follows:

1. The ENET writes to the last byte of a E-cache line.

The ENET writes a message descriptor (disabled by setting
E_DSBL_WR_DRN bit in E_CSR).

3. The CPU does a slave read of a ENET CSR (disabled by setting
E_DSBL_RD_DRN bit in E_CSR).

4. The CPU does a slave write to a ENET CSR (disabled by setting
E_DSBL_WR_INVAL bit in E_CSR).

The E_DRAIN bit in the E_CSR is set.
The E_INVALIDATE bit in the E_CSR is set.
The E_RESET bit in the E_CSR is set.

Both E-cache lines contain dirty data when the ENET writes to an
address that causes a cache miss.

9. The ENET performs a DMA read from the E-cache after having
performed a DMA write to the E-cache.

© N oo
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None of these conditions will cause draining if E_ERR_PEND-=1, indicating that a
memory error has occurred. If Condition 4, 6, or 7 occurs when E_ERR_PEND-=1, the
E-cache will be invalidated and all dirty data discarded. Condition 1 will always cause
the dirty bytes in that cache line to be queued for draining to memory, while data can
continue to be written into the other line if the ENET is still transferring. The last byte
of a cache line is the byte whose least significant address bits are 0xF or 0x1F,
depending on the E_BURST_SIZE field in the E_CSR. Condition 2, the ENET writing
a descriptor, indicates that it has completed transferring a data block or has detected
an error in transferring, and is detected as a single half-word written during a single
assertion of ¢_hold_. This draining condition can be disabled by setting the
E_DSBL_WR_DRN bit in the E_CSR. Condition 5 provides a way for the CPU to
explicitly drain all dirty bytes in the cache by setting the E_DRAIN bit in the E_CSR.
The E_DRAIN bit clears itself once draining is complete. Condition 8 occurs when the
ENET attempts to write data to an address that doesn’t match one of the cache tags
and both cache lines contain dirty data. In this case, both cache lines will automatically
be queued for draining in order to make room for the new data to be written. Condition
9 ensures that the ENET doesn’t write data to the E-cache and then read it back before
the E-cache has a chance to drain the data to memory.

Note that if an I/O device connected to the ENET interface makes more than one write
to the same address without satisfying one of the draining conditions, the data
previously stored at that address in the E-cache will be written over each time new
data is written to that address.

Transfers From Memory

Rev. 1.0

If the data requested by the ENET is not in E-cache or marked as not valid, then the
Least Recently Used (LRU) E-cache line will be filled with the line from memory that
contains the data requested. As soon as the data requested by the ENET is written to
the E-cache, it is transferred on to the ENET (even if the entire E-cache line has not
yet been filled). Also, the word containing the requested data will be the first one to be
read from memory.

If the data requested by the ENET is in the E-cache and it is valid, then the ENET gets
a cache hit, and the requested data is transferred to the ENET and marked as no longer
valid in the E-cache. If part or all of the data requested by the ENET comes from a byte
in an E-cache line whose least significant address bits are 0x6, and the next cache line
is on the same 4k page as the current line, then a read-ahead operation will be
performed. When a read-ahead occurs, the E-cache line that does not contain the data
requested by the ENET will be filled with the next line from memory. The read-ahead
happens concurrently with the transfer of the requested data to the ENET unless the
ENET’s request resulted in a cache miss. If the ENET receives a cache miss on a
request that causes a read-ahead, then the e_rdy_ signal will not be asserted to the
ENET until the SBus burst transfer (caused by the cache miss) has completed.
Positioning the read-ahead line as it is, at byte 6 of the cache line, causes data from
large blocks to be automatically pre-fetched, but does not cause superfluous pre-fetches
on descriptor reads. When the last byte of a cache line is accessed, the other line is
marked as Most Recently Used (MRU). Otherwise, the line that was most recently
accessed by the ENET is marked as MRU. The line that is not marked as MRU is
marked as LRU.

There are several conditions that will cause all valid data that has been read into the

E-cache from memory to be invalidated before it can be read by the ENET. If the ENET
reads the same address more than once without any intervening DMA accesses to the

NCR89C100
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DMAZ2, then the DMA2 detects that the ENET is polling and marks all bytes in the E-
cache as invalid. This ensures consistency between the E-cache and memory for the
data that is in the same cache line as the accessed data. A CPU slave write to any of
the ENET’s internal registers will also cause all bytes in the E-cache to be marked
invalid if the E_DSBL_WR_INVAL bit in the E_CSR is 0. f E_DSBL_WR_INVAL =1,
the E-cache is unaffected by slave writes to the ENET, which has been shown to
markedly increase the performance of the ENET driver software. These and the other
conditions that invalidate all bytes in the E-cache are summarized as follows:

1. The ENET reads the same address more than once without intervening
DMA accesses (polling).

2. The CPU does a slave write to a ENET internal CSR (disabled by setting
E_DSBL_WR_INVAL in E_CSR).

3. The E_INVALIDATE bit in the E_CSR is set.
4. The E_RESET bit in the E_CSR is set.
5. sbus_reset_ is asserted.

Memory Errors

NCR89C100
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A transfer from the ENET to memory is composed of two separate transfers: one from
the ENET to the DMA2, and another from the DMA2 to memory. Similarly, a transfer
from memory to the ENET is composed of a transfer from memory to the DMA2, and
another from the DMA2 to the ENET. A memory error can only occur during a transfer
between the DMA2 and memory.

The DMAZ2 reports ENET-related memory errors by setting the E_ERR_PEND bit in
the E_CSR. When E_ERR_PEND is set, the DMAZ2 forces the ENET to time out by
withholding e_rdy after it has assorted e_hlda. It then generates an interrupt request
directly to the CPU by asserting sb_e_irq_ when interrupts are enabled by E_INT_EN
being set. This gives rise to two interrupt sources, ENET and DMA2, both of which
must be cleared by software. This can be done in one of two ways, either by setting the
E_RESET bit in the E_CSR, which resets the ENET and clears E_ERR_PEND, or by
resetting the ENET by writing to its internal control register and then clearing
E_ERR_PEND by writing E_INVALIDATE. E_ERR_PEND is not cleared by a slave
write to the ENET.

To restart ENET DMA activity after an error, it will be necessary to write to the
ENET’s internal registers. If the E_DSBL_WR_INVAL bit in the E_CSR is set,
software must invalidate the E-cache explicitly so that invalid cache data is not used
when the ENET is restarted.

For a memory time-out or protection error on a transfer from the ENET to
memory, the DMA2 behaves in the following way:

The E_ERR_PEND bit in the E_CSR is set as soon as the error is detected. This causes
the DMA2 to generate an interrupt (assert sb_e_irq_) if interrupts are enabled by
E_INT_EN being set. No further transfers from the DMA2 to memory will take place
until the E_ERR_PEND bit is cleared.

Rev. 1.0
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For a memory time-out or protection error on a transfer from memory to the
ENET, the DMA2 behaves in the following way:

The E_ERR_PEND bit in the E_CSR is set as soon as the error is detected. This
causes the DMAZ2 to generate an interrupt (assert sb_e_irq_) if interrupts are enabled
by E_INT_EN being set. No further transfers to the ENET take place until the
E_ERR_PEND bit is cleared.

Registers Internal to the ENET

Slave accesses to the ENET registers will be completed with a 16-bit port
acknowledge signal, sb_ack(2) & sb_ack(1), as defined in the SBus specification. The
CPU accesses registers internal to the ENET in the same way as it does registers
internal to DMAZ, by asserting DMAZ2’s sb_sel_ in conjunction with sb_as_. The
address map for these registers is shown in Table 3-3.

Registers Internal to DMA2

Rev. 1.0

Ethernet Control/Status Register (E_CSR)

Bit Mnemonic Description Type
31:0 E_CSR Control/Status bits for Ethernet Interface R/W

The E_CSR is a 32-bit R/W register internal to DMA2 and is accessed as indicated in
the DMA2 Internal Registers Address Map (Table 3-1). The bits in the E_CSR are
defined in the following table:

E_CSR Bit Definitions

Bit Mnemonic Description Type

Set when e_irq_ active, cleared

0 E_INT_PEND when e_irq_ inactive. R
Set when memory time-out,
1 E_ERR_PEND protection, or late error detected R
on a ENET transfer.
Both bits set when E-cache
3:2 E_DRAINING draining dirty data to memory, R

otherwise both bits are 0.

When set, enables sb_e_irq_ to
4 E_INT_EN assert when E_INT_PEND or R/'W
E_ERR_PEND is set.

When set, marks all bytes in E-
5 E_INVALIDATE cache as invalid. Resets itself. W
Reads as 0.

NOTE: Allbits in the E_CSR default to 0 on an E_RESET or SBus reset with
the following exceptions: E_RESET itself is cleared by an SBus reset
but otherwise remains active once set until written to 0 and
E_DEV_ID is hard-wired to 1010.

NCR89C100
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Bit Mnemonic Description Type

Set on slave access size error to a
6 E_SLAVE_ERR ENET-related register. Reset on R/W!
write of 1.
When set, invalidates the E-cache,
7 E_RESET resets the ENET interface, and R/W

asserts e_reset.

9:8 — Unused. Read as 0. R
When set, forces draining of E-

10 E_DRAIN cache. Resets itself when draining R/W
complete.
When set, disables draining of E-

11 E_DSBL_WR_DRN cache on descriptor writes from R/W
ENET.
When set, disables draining of E-

12 E_DSBL_RD_DRN cache on slave reads to ENET. W

14:13 _ Unused. Read as 0. R

15 E_ILACC When set, modifies ENET DMA : R/W
cycle.

16 E_DSBL_BUF_WR When set, disables buffering of R/W

slave writes to ENET.

Defines whether E-cache is
17 E_DSBL_WR_INVAL | invalidated on slave writes to R/'W
ENET; 1 = no invalidate.

Defines size of SBus read and

19:18 E_BURST_SIZE write bursts for ENET transfers R/W
(see table below).
20 — Unused. R/'W

When set, enables Ethernet loop-
21 E_LOOP_TEST back mode by tristating R/W
TP_AUI_output.

When E_LOOP_TEST = 0, selects

22 E_TP_AUI_ TP or AUI Ethernet by driving R/W
TP_AUIto 1 or 0.
27:23 — Unused. Read as 0.
31:28 E_DEV_ID ljingg)ID (For DMA2, E_DEV_ID R

NOTE: All bits in the E_CSR default to 0 on an E_RESET or SBus reset with
the following exceptions: E_RESET itself is cleared by an SBus reset
but otherwise remains active once set until written to 0 and
E_DEV_ID is hard-wired to 1010.

NCR89C100
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E_CSR Bit Function Notes

E_ERR_PEND - Bit 1
E_ERR_PEND is always reset on setting E_INVALIDATE or E_RESET.

E_DRAINING - Bits 3:2
When the E-cache is draining to memory, both bits are set. Do NOT
assert E_RESET or E_INVALIDATE when set. E_DRAINING bits are not
valid while E_ERR_PEND is set or during transfers to the ENET. In
these cases, the E_DRAINING bits should be ignored.

E_INT_EN - Bit 4
Setting this bit allows the DMAZ2 to generate an interrupt by asserting
sb_e_irq_ whenever E_INT_PEND is set due to the ENET asserting
e_irq_, or whenever E_ERR_PEND is set due to a memory error.

E_INVALIDATE - Bit 5
Setting this bit invalidates the E-cache. If E_ERR_PEND = 0 when E_IN-
VALIDATE is set, all dirty data in the E-cache will first be drained to
memory. If E_ERR_PEND=1 when E_INVALIDATE is set, all dirty data
in the E-cache will be discarded. In addition to invalidating the E-cache,
setting this bit causes E_ERR_PEND to be reset.

E_RESET - Bit 7
E_RESET will remain active once written as a one until written as a zero,
unless cleared by an SBus reset (sb_reset_ asserted). Setting E_RESET
or asserting sb_reset_ will invalidate the E-cache, reset all ENET inter-
face state machines to their idle states, and assert the e_reset output for
as long as E_RESET or sb_reset_ remains active. If E_ERR_PEND=0
when E_RESET is set, all dirty bytes in the E-cache will first be drained
to memory. When this occurs, E_RESET must not be cleared until drain-
ing is complete, as indicated by E_DRAINING = 00. If E_ERR_PEND =1
when E_RESET is set, no draining will take place and all dirty data in
the E-cache will be discarded. If the CPU attempts a slave access to the
ENET while E_RESET or sb_reset_ is active, it will not cause an error,
but no data will actually be transferred since the e_reset output is being
asserted throughout the access. In order to satisfy the ENET chip’s mini-
mum reset pulse width (200 ns), E_RESET must remain set for at least
10 SBus clocks.

E_DSBL_WR_DRN - Bit 11
When E_DSBL_WR_DRN = 0, dirty bytes in the E-cache are queued for
draining to memory whenever the ENET writes to a message descriptor.
This is detected as a ENET transfer (one assertion of e_hold_) in which
only a single half-word is written. When E_DSBL_WR_DRN = 1, draining
of the E-cache on this condition is disabled.

E_DSBL_RD_DRN - Bit 12
When E_DSBL_RD_DRN = 0, dirty bytes in the E-cache are queued for
draining to memory whenever the CPU does a slave read to one of the
ENET CSR’s. When E_DSBL_RD_DRN =1, draining of the E-cache on
this condition is disabled.

E_ILACC - Integrated Local Area Controller Chip - Bit 15
When ENET (or something in its place) is master, and it performs a DMA
cycle with ILACC set, e_rdy_ will go inactive when the ENET unasserts
e_das_ and e_hlda_ will go inactive when e_hold_ is unasserted. Note
that neither e_das_ nor e_hold_ can glitch when the ILACC bit is set.

Rev. 1.0 NCR89C100
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E_DSBL_WR_BUF - Bit 16

Setting this bit disables the 16-bit buffer for slave writes to ENET.

E_DSBL_WR_INVAL - Bit 17

When E_DSBL_WR_INVAL = 0, the E-cache is invalidated whenever the
CPU does a slave write to the ENET. When E_DSBL_WR_INVAL =1, the
E-cache is not invalidated on slave writes to ENET. The latter mode sig-
nificantly increases tolerable SBus latency while the ENET is transmit-
ting Ethernet data.

E_BURST_SIZE - Bits 19:18

This field defines the sizes of SBus read and write bursts used by DMA2
for ENET transfers and the size of the E-cache lines. All reads from mem-
ory will be one size, either a 4- or 8-word SBus burst. SBus writes to
memory can be byte, halfword, or word, or one of the burst sizes given in
the table. The DMA2 will always use the largest possible size for writes,
which is dependent on E_BURST_SIZE and the number of dirty bytes
that need to be drained. Also, E_BURST_ SIZE determines the size of the
E-cache lines, which are the same size as the SBus read burst. The sizes
given in the following table are in SBus words:

E_BURST_SIZE | Read Burst Size | Write Burst Sizes. | E-cache Line Size
00 4 words 4 words 4 words
01 8 words 4, 8 words 8 words
10 reserved reserved reserved
11 reserved reserved reserved

E_LOOP_TEST & E_TP_AUL_ - Bits 21 & 22

These bits determine the value of the TP_AUI_ output pin, which drives
the NIS input pin of the external T7213 dual Ethernet interface chip.
TP_AUIL_ selects between the T7213’s TP, AUI, and loopback Ethernet
modes by driving its NIS input as indicated in the following table:

E_LOOP_TEST | E_TP_AUlL_ | TP_AUI_* TP_AUI_Function
0 0 0 NIS Select-AUI mode
0 1 1 NIS Select-TP mode
1 X VA NIS Select-Loopback mode
* NOTE: At least 20 mS must elapse after any change to the TP_AUI_ output
before transferring data to or from the T7213.

Rev. 1.0
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Ethernet Address Register (E_ADDR)

Bit Mnemonic Description Type
23:0 E_ADDR Ethernet DMA Address Register R/'W

This register holds bits (23:0) of the address at which the ENET is requesting a DMA
transfer. Bits (31:24) of the ENET DMA address are driven by the E_BASE_ADDR
register, and have a default value of 0xff. During normal operation, the E_ADDR
register is never read or written directly from the SBus, but for testing purposes it can
be accessed via bits (23:0) of the E_TST_CSR as described in the following section.

Ethernet Test Control/Status Register (E_TST_CSR)

The E_TST_CSR is a 32-bit R/W register internal to DMAZ2 provided for testability
purposes. It is accessed as indicated in the DMA2 Internal Registers Address Map
(Table 3-1). The read and write functions of the bits in the E_TST_CSR are defined in

the following table:

Bit | Mnemonic Description Type
Writing 1 loads address tag of LRU cache line

81 | LD_-TAG | oiy E_TST CSR(23:0). w
Reads as 1 when cache is making a request for an

30 REQ_OUT SBus read or write. R
Writing to 1 initiates burst read from memory

30 RD_LINE into LRU cache line from address in E_ADDR. w
Reads as 1 when address in E_ADDR matches one

29 HIT of the cache address tags and corresponding valid R
bit is set. Not valid while E_HLDA_asserted
(ENET DMA active).
Reads as which cache line is LRU (1 or 0). Writing

28 LEU marks specified cache line as LRU. R/W
Reads as 1 if cache line 1 is draining. Writing to 1

27 DRAINI causes dirty bytes in cache line 1 to drain. /W
Reads as 1 if cache line 0 is draining. Writing to 1 R/W

26 DRAINO causes dirty bytes in cache line 0 to drain.

25 DIRTY1 Determines meaning of Valid/Dirty bits for cache R/W
line 1.
Determines meaning of Valid/Dirty bits for cache

24 DIRTYO line O. R/W

23.0 | E_ADDR | Reads E_ADDR register. R
. Writes E_ADDR register. If LD_TAG=1, also
23:0 | E_ADDR writes LRU cache address tag. w

NOTE: The E_TST_CSR is intended for diagnostic and test use only, and should
never be written while a DMA transfer is active.
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Ethernet Cache Valid Bits Register (E_VLD)

Bit | Mnemonic Description Type
31:0 E_VLD Valid/Dirty Bits for LRU Ethernet Cache Line R/W

NOTE: The E_VLD register is intended for diagnostic and test use only, and
should never be written while a DMA transfer is active.

This register accesses the bits which indicate whether each byte in the Least Recently
Used cache line is valid, invalid, dirty, or not dirty. Each bit corresponds to the byte of
the same number in the LRU cache line. The meaning of these bits for each cache line
is determined by the DIRTY1 and DIRTYO bits, accessible through the E_TST_CSR.

The following table describes the meaning of the E_VLD bits based on the value of the
DIRTY1/0 bit corresponding to the LRU cache line:

DIRTY 1/0 | E_VLD Bit Meaning
0 0 Invalid data; reading this byte is a cache miss.
0 1 Valid data; reading this byte is a cache hit.
1 0 Not dirty data; this byte does not need to be drained
to memory.
1 1 Dirty data; this byte needs to be drained to memory.

Ethernet Base Address Register (E_BASE_ADDR)

Bit Mnemonic Description Type

High Order 8 bits of address for Ethernet
DMA transfers (defaults to 0xff).

7:0 | E_LBASE_ADDR R/W

This register makes the high order 8 address bits which are driven onto the SBus for
Ethernet DMA transfers programmable by software. By default, these bit are always
driven to 0xff, but for some applications it is useful to set a base address.

NCR89C100 Rev. 1.0
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Overview

The DMAZ2 gate array provides paths for the SCSI to transfer data to and from
memory and for the CPU to access control and status registers on the SCSI. In order
to support the DMA activity of the SCSI, the DMA2 contains two 24-bit address
counters, a 32-bit control/status register, as well as two 24 bit byte counters which
may be used for a SCSI generic control of future devices. The SCSI has a 16-bit
transfer count, however the address counter supports a 24-bit count for future
enhancements.

Between the SCSI interface and the SBus interface is a 64-byte FIFO (D-FIFO). This
FIFO is bypassed for slave accesses to the SCSI.

For error recovery, the D_CSR contains a D_INVALIDATE bit for explicitly
invalidating the FIFO.

Transfers To Memory

Data from the SCSI is written into the D-FIFO until the largest possible SBus burst
write to memory can be carried out (1, 4, or 8 words depending on the D_BURST_SIZE
field in the D_CSR). All data in the D-FIFO is then queued for draining to memory. Any
time a SCSI interrupt, byte count expiration, slave write to the D_CSR, or slave access
to a SCSI-internal register is detected, data in the D-FIFO is also queued for draining.
The last two conditions can be disabled by setting appropriate mode bits in the D-CSR.
When the D-FIFO is invalidated by setting the D_INVALIDATE or D_RESET bits in
the D_CSR, all data currently in the D-FIFO will first be drained to memory unless the
D_ERR_PEND bit is set. If D_ERR_PEND is set when D_INVALIDATE or D_RESET
is asserted, or an SBus reset occurs (sb_reset_is asserted), any data in the D-FIFO will
be discarded. These and other conditions that cause data in the D-FIFO to be drained
to memory are summarized below:

1. 4,16, or 32 bytes (depending on D_BURST _SIZE) have been written to
the D-FIFO by the SCSI. -

2. The D_INT_PEND bit in the D_CSR is set.

3. The CPU does a slave write to the D_CSR (disabled by setting
D_DSBL_CSR_DRN bit in D_CSR).

4, The CPU does a slave access to a SCSI-internal register (disabled by
setting D_DSBL_SCSI_DRN bit in D_CSR).

5. The D_RESET or D_INVALIDATE bit in the D_CSR is set.

6. The D_ADDR register is loaded with a new address, either directly or
from the D_NEXT_ADDR register (disabled by setting D_DIAG bit in
D_CSR).

None of these conditions will cause draining if D_ERR_PEND-=1, indicating that a
memory error has occurred. If Condition 5 or 6 occurs when D_ERR_PEND=1, the D-
FIFO will be invalidated and all dirty data discarded. Draining is carried out
completely in hardware and until it is completed, subsequent DMA reads from the
SCSI are inhibited (by withholding d_ack_). A mechanism for determining when the D-
FIFO has been drained is provided in the D_CSR.

NCR89C100 Rev. 1.0
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Transfers From Memory

When the SCSI initiates a read operation, the DMA2 does an SBus read burst of the
size defined by D_BURST_SIZE, either 1, 4, or 8 SBus words. The word containing the
requested data will be the first one to be read from memory and will be transferred on
to the SCSI as soon as it is written to the D-FIFO, even before the rest of the burst read
is complete.

When the SCSI is reading data and the D-FIFO has enough space to hold another read
burst of data (4, 16, or 32 bytes, depending on D_BURST_SIZE), a read-ahead
operation will be performed as long as it doesn’t cross a 4K page boundary. When this
occurs, the largest possible SBus burst read is performed beginning with the address
of the word following the last word in the D-FIFO. The read-ahead happens
concurrently with the transfer of data to the SCSI.

Memory Errors

A transfer from the SCSI to memory is composed of two separate transfers: one from
the SCSI to the DMAZ2, and another from the DMA2 to memory. Similarly, a transfer
from memory to the SCSI is composed of a transfer from memory to the DMA2, and
another from the DMA2 to the SCSI. A memory error can only occur in a transfer
between the DMA2 and memory. The DMA2 reports SCSI-related memory errors by
setting the D_ERR_PEND bit in the D_CSR, which generates an interrupt request
(asserts sb_d_irq_) to the CPU when enabled by D_INT_EN being set. When
D_INT_EN is set, sb_d_irq_ will also be asserted (level sensitive) whenever d_irq_ is
asserted by the SCSI.

For a memory time-out or protection error on a transfer from the SCSI
to memory, the DMA2 behaves in the following way:

The D_ERR_PEND bit in the D_CSR is set as soon as the error is detected, causing the
DMAZ2 to generate an interrupt (assert sb_d_irq_) if interrupts are enabled by
D_INT_EN being set. After the transfer that caused the error, no further transfers will
take place from the DMAZ2 to memory. The interrupt is active until the D_ERR_PEND
bit has been cleared by setting the D_INVALIDATE or D_RESET bits.

For a memory time-out or protection error on a transfer from memory to the
SCSI, the DMA2 behaves in the following way:

Since the DMAZ2 reads data that the SCSI has not yet requested (without crossing page
boundaries), it is possible that an error could be detected on a data read that the SCSI
has never requested. Whether the SCSI requested the memory read that caused the
error or not, the data from that read will not be written to the SCSI. Instead the
D_ERR_PEND bit is set, which causes the DMA2 to generate an interrupt (assert
sb_d_irq ) if interrupts are enabled by D_INT_EN being set. No transfers to the SCSI
take place until D_ERR_PEND is cleared.

Registers Internal to the SCSI

Rev. 1.0

Access to control and status registers in the SCSI are achieved using the address map
in Table 3-2. These addresses are external to the DMA2, however the chip does decode
the appropriate higher order address bits, sb_a(x, y, z) = 100, and generate the chip
select and read/write lines to the external device. The DMAZ2 responds to slave accesses
of these registers with sb_ack(1).
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SCSI Support Registers Internal to DMA2

Access to SCSI support registers within DMA2 are achieved using the address map in
Table 3-1. These registers provide status and control for the SCSI and are selected by
the host when sb_sel_ and sb_as_ are zero and sb_a(x, y, z) = 010. The Next feature

registers are selected when D_EN_NEXT= 1. The Byte Count Registers are only used
when enabled by bit 13, D_EN_CNT, in the D_CSR.

NCR89C100
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SCSI Control/Status Register (D_CSR)

Bit

Mnemonic

Description

Type

31:0

D_CSR

Control/Status bits for SCSI interface

R/W

The D_CSR is a 32-bit R/W register internal to DMA2 and is accessed as indicated in
the DMA2 Internal Registers Address Map (Table 3-1). The bits in the D_CSR are
defined in the following table:

D_CSR Bit Definitions

Bit Mnemonic Description Type
Set when d_irq active, or when D_TC
0 D_INT_PEND set and D_TCI_DIS not set. Cleared R
otherwise.
Set when memory time-out, protection,
1 D_ERR_PEND or late error detected on SCSI DMA R
transfer.
Both bits set when D-FIFO draining
3:2 D_DRAINING SCSI data to memory, otherwise both R
bits are 0.
When set, enables sb_d_irq_ to assert
4 D_INT_EN when D_INT_PEND or D_ERR_PEND R/W
is set.
When set, invalidates the D-FIFO.
5 D_INVALIDATE Resets itself. Reads as 0. w
Set on slave access size error to a
6 D_SLAVE_ERR SCSI-related register. Reset on write R/W1
of 1.
When set, invalidates the D-FIFO,
7 D_RESET resets the SCSI interface, and asserts R/W
d_reset output.
8 D_WRITE DMA direction for SCSI transfers; 1 = R/W
to memory.
When set, enables DMA requests from
9 D_EN_DMA SCSI if DMA not stopped by other R/W
conditions.
12:10 — Unused. Read as 0. R
Rev. 1.0
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Bit

Mnemonic

Description

Type

13

D_EN_CNT

When set, enables internal byte
counter, D_BCNT, to be decremented
on byte transfers.

R/W

14

D_TC

Terminal Count; set when D_BCNT
has expired. Reset on write of 1 if
D_EN_NEXT=1.

R/W1

15

Unused. Read as 0.

16

D_DSBL_CSR_DRN

When set, disables draining of D-FIFO
on slave writes to D-CSR.

17

D_DSBL_SCSI_DRN

When set, disables draining of D-FIFO
on slave accesses to SCSI-internal
registers.

19:18

D_BURST_SIZE

Defines sizes of SBus read and write
bursts for SCSI transfers. (see table
below)

20

D_DIAG

When set, disables draining &
resetting of D-FIFO on writing of
D_ADDR register.

21

D_TWO_CYCLE

When set and D_FASTER=0, sets SCSI
DMA transfer rate to (2 SBus clocks)/
byte.

22

D_FASTER

When set and D_TWO_CYCLE=0, sets
SCSI DMA transfer rate to (3 SBus
clocks)/byte.

23

D_TCI_DIS

When set, disables D_TC from
generating an interrupt. Defaults to 0.

24

D_EN_NEXT

When set, enables next address auto-
load mechanism. D_EN_CNT must
also be set.

25

D_DMA_ON

When set, indicates that the DMA2 is
able to respond to DMA requests from
the SCSI.

26

D_A_LOADED

Address Loaded. Set when D_ADDR
written or NEXT_ADDR copied to
DADDR.

27

D_NA_LOADED

Next Address Loaded. Set when
NEXT_ADDR register written.

R

31:28

D_DEV_ID

Device ID (For DMA2, D_DEV_ID =
1010).

R

NOTE: All bits in the D_CSR default to 0 on a D_RESET or SBus reset with the
following exceptions: D_RESET itself is cleared by an SBus reset but
otherwise remains active once set until written to 0 and D_DEV_ID is

Rev. 1.0

hard-wired to 1010.
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D_CSR Bit Function Notes

D_ERR_PEND - Bit 1
DMA to/from the SCSI is stopped while this bit is set. D_ERR_PEND is
reset on setting D_INVALIDATE or D_RESET.

D_DRAINING - Bits 3:2
When D-FIFO is draining to memory, both bits are set. Do not assert
D_RESET or D_INVALIDATE or write to D_ADDR register when set.
D_DRAINING bits are not valid while D_ERR_PEND is set or during
transfers to the SCSI. In these cases, the D_DRAINING bits should be
ignored.

D _INVALIDATE - Bit 5
Setting this bit invalidates the D-FIFO. If D_ERR_PEND = 0 when D_IN-
VALIDATE is set, all dirty data in the D-FIFO will first be drained to
memory. If D_ERR_PEND=1 when D_INVALIDATE is set, all dirty data
in the D-FIFO will be discarded. In addition to invalidating the D-FIFO,
setting this bit causes D_ERR_PEND and D_TC to be reset. If D_EN_-
NEXT =1, D_A_LOADED and D_NA_LOADED will also be reset.

D_RESET - Bit 7
D_RESET will remain active once written as a one until written as a
zero, unless cleared by an SBus reset (sb_reset_ asserted). Setting
D_RESET or asserting sb_reset_ will invalidate the D-FIFO, reset all
SCSI interface state machines to their idle states, and assert the d_reset
output for as long as D_RESET or sb_reset_ remains active. If D_ER-
R_PEND=0 when D_RESET is set, all dirty data in the D-FIFO will first
be drained to memory. When this occurs, D_RESET must not be cleared
until draining is complete, as indicated by D_DRAINING = 00. If D_ER-
R_PEND=1 when D_RESET is set, no draining will take place and all
dirty data in the D-FIFO will be discarded. If the CPU attempts a slave
access to the SCSI while D_RESET or sb_reset_ is active, it will not cause
an error, but no data will actually be transferred since the d_reset output
is being asserted throughout the access.

D_EN_CNT & D_EN_NEXT - Bits 13 and 24
The D_EN_CNT and D_EN_NEXT control the modes of operation of the
DMA Address register, Next Address register, Byte count and Next Byte
count registers as follows:

D_EN_CNT | D_EN_NEXT Mode
0 0o Backward compatible with early SPARC stations.
0 Illegal mode. Do not use.

Backward compatible with early SPARC stations

1 0 using byte count. Invalidate clears D_TC flag.

Enables loading of D_NEXT_ADDR &
D_NEXT_BCNT registers and auto-load of

1 1 D_ADDR & D_BCNT on byte count expiration.
Halt DMA on count expiration if D_NEXT_ADDR
not loaded.

NOTE: D_EN_CNT must always be set when D_EN_NEXT is set.

NCR89C100 Rev. 1.0
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D_TC - Terminal Count - Bit 14
The D_TC bit will be set when D_BCNT makes a transition from
0x000001 to 0x000000. When it is set, an interrupt will be generated on
the d_irq_ pin (if enabled by D_INT_EN and not disabled by D_TCI_DIS).
When D_EN_NEXT= 0, D_TC is cleared by D_INVALIDATE, D_RESET
or sb_reset_. When D_EN_NEXT= 1, D_TC can also be cleared by writing
al toit.

D_BURST_SIZE - Bits 19:18
This field defines the sizes of SBus read and write bursts used by DMA2
for SCSI transfers. All reads from memory will be one size, either 4, 8, or
1 word (in ’no burst’ mode). SBus writes to memory can be byte, half-
word, or word, or one of the burst sizes given in the table. The DMAZ2 will
always use the largest possible size for writes, which is dependent on
D_BURST_SIZE and the number of bytes that need to be drained. Also,
D_BURST_SIZE determines the draining level of the D-FIFO. When the
D-FIFO has been filled with this amount of data, it will always be
drained to memory. The sizes given in the following table are in SBus

words.

D_BURST SIZE | Read BurstSize | Write Burst Sizes D-FIFO

- - Draining Level

00! 4 words 4 words 4 words
01 8 words 4, 8 words 8 words
10 no bursts? no bursts 1 word
11 reserved reserved reserved

! Default.

2 SBus reads are always 1 word in *no burst’ mode.

D_TWO_CYCLE - Bit 21
Setting this bit modifies the timing of SCSI DMA such that one byte can
be transferred every two SBus clocks, for a peak transfer rate of 10
MByte/sec in systems with a 20 MHz sb_clk. This mode should only be
used with SCSI controllers supporting this data rate, such as the
NCR53C9X. This bit should ONLY be set when D_FASTER=0.

D_FASTER - Bit 22
Setting this bit modifies the timing of SCSI DMA such that one byte can
be transferred every three SBus clocks, for a peak transfer rate of 6.67
MByte/sec in systems with a 20 MHz sb_clk. This mode should only be
used with SCSI controllers supporting this data rate, such as the
NCR53C90A. This bit should ONLY be set when D_TWO_CYCLE=0.

D_DMA_ON - Bit 25
Reads as 1 when (D_A_LOADED or D_NA_LOADED) & D_EN_DMA &
NOT (D_ERR_PEND); otherwise reads as 0. When set, indicates that
DMAZ2 is able to respond to DMA requests from the SCSI.

NCR89C100
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D_A_LOADED & D_NA_LOADED - Bits 26 and 27.
These bits define the validity of the values stored in the D_ADDR and
D_NEXT_ADDR registers. D_A_LOADED is set when D_ADDR is written
directly or when D_NEXT_ADDR is copied to D_ADDR, and is reset by
D_RESET, (D_INVALIDATE & D_EN_NEXT), or D_BCNT expiring.
D_NA_LOADED is set when D_NEXT_ADDR is written. It is reset by
D_RESET, D_EN_CNT = 0, D_EN_NEXT = 0, (D_INVALIDATE &
D_EN_NEXT), or D_NEXT_ADDR being copied to D_ADDR. When the
state is reached where a valid D_NEXT_ADDR has been loaded and the
current D_ADDR has been marked as invalid (D_NA_LOADED =1 &
D_A_LOADED = 0), then the contents of the D_NEXT_ADDR register are
copied to the D_ADDR register. The copy takes place on the same clock
edge where the stated condition is sampled as true. So if address chaining
has been set up to take place when the byte count expires, the actual
sequence of events will be the following: First, D_A_LOADED will be
cleared (on expiration of byte count). Second, the D_NEXT_ADDR will be
copied to the D_ADDR register. These two events will probably be seen as
one by software.

Address Register (D_ADDR) & NEXT Address Register (D_NEXT_ADDR)

Bit Mnemonic Description Type
. Virtual Address Counter for SCSI access
31:0 D_ADDR VA(31:0) R/W
31:0 | NEXT_ADDR | NEXT Address Register w

The value in this register after a D_RESET is indeterminate.

The Address Register is a 32-bit loadable counter which always points to the next byte
that will be accessed by the SCSI, independent of which bytes in memory have been
accessed by the DMA2.

If the D_EN_NEXT (enable next address) bit in the D_CSR is set, then a write to the
D_ADDR register will write to the D_NEXT_ADDR register instead. If D_EN_NEXT
is set when the byte counter (D_BCNT) expires, and the D_NEXT_ADDR register has
been written since the last time the byte counter expired, then the contents of
D_NEXT_ADDR are copied into D_ADDR. If D_EN_NEXT is set when the byte counter
(D_BCNT) expires, but the D_NEXT_ADDR register has not been written since the last
time the byte counter expired, then DMA activity is stopped and DMA requests from
the SCSI will be ignored until D_NEXT_ADDR is written, or D_EN_NEXT is cleared.
(Also, the D_DMA_ON bit will read as 0 while DMA is stopped because of this). When
DMA is re-enabled by writing to the D_NEXT_ADDR register, the contents of
D_NEXT_ADDR are copied into D_ADDR before DMA activity actually begins.

If the D_NEXT_ADDR register is written before the D_ADDR register has been
written, the address written to D_NEXT_ADDR will immediately be copied into
D_ADDR. When this occurs, it also causes the value in the D_NEXT_BCNT register to
be copied into the D_BCNT register. This allows for a shortcut in loading both D_ADDR
and D_NEXT_ADDR along with D_BCNT and D_NEXT_BCNT by writing the
registers in the following sequence: D_NEXT_BCNT, D_NEXT_ADDR,

D_NEXT _BCNT, D_NEXT_ADDR. When the first value is written into
D_NEXT_ADDR, it is immediately copied into D_ADDR since D_ADDR hasn’t been
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loaded yet. This causes the first value that was written into D_NEXT_BCNT to be
copied into D_BCNT. The second values written into D_NEXT_BCNT and
D_NEXT_ADDR then remain there as the actual next address and byte count. This
allows the loading of both the current and next address and byte count registers
without having to write the D_CSR to change the D_EN_NEXT bit in between.

NOTE: A write to the D_ADDR register will invalidate the D-FIFO. A write to the
D_NEXT_ADDR register does not have this effect.

Byte Counter (D_BCNT) & NEXT Byte Counter (D_NEXT_BCNT)

Bit Mnemonic Description Type

Byte Count; counts down to 0, then sets
the D_TC bit in the D_CSR

23:0 | D_NEXT_BCNT | NEXT Byte Count Register w

23:0 D_BCNT

The value in this register after a D_RESET is indeterminate.
When reading this register as a word, bits 31:24 will read as 0’s.

When enabled, the Byte Counter is decremented every time a byte is transferred
between the DMA2 and the SCSI in a SCSI DMA cycle. It is decremented immediately
after the byte has been transferred. It is not decremented on slave accesses to the
SCSI or on transfers between the DMA2 and memory.

If the D_EN_NEXT bit in the D_CSR is set, then a write to the D_BCNT register will
write to the D_NEXT BCNT register instead. Whenever the D_NEXT_ADDR register
is copied into the D_ADDR register, the D_NEXT_BCNT register is copied into the
D_BCNT register at the same time.

If D_NEXT_ADDR is being copied into D_ADDR and D_NEXT_BCNT has not been
written since the last time D_NEXT_BCNT was copied into D_BCNT, the last value
that was written into D_NEXT_BCNT will again be copied into D_BCNT. This
provides a shortcut in setting up consecutive DMA transfers of equal size from
different addresses, in that D_NEXT_BCNT only needs to be written once as long as
D_NEXT_ADDR is loaded for each successive transfer.

If D_EN_NEXT is not set when D_BCNT expires (changes from 0x000001 to
0x000000), then DMA activity between the SCSI and the DMA2 will be stopped and
the D_DMA_ON bit will read as 0 until D_ADDR is written. If D_EN_NEXT is set, then
DMA will be stopped on D_BCNT expiration.

NOTE: Loading D_BCNT with 0 will allow 224 bytes to be transferred before it
expires.
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SCSI Test Control/Status Register (D_TST_CSR)

The D_TST_CSR is a 32-bit R/W register internal to DMAZ2 provided for testability
purposes. It is accessed as indicated in the DMA2 Internal Registers Address Map
(Table 3-1). The read and write functions of the bits in the D_TST_CSR are defined in

the following table:
Bit Mnemonic Description Type
Writing to 1 loads FIFO DMA address register
8L | LD.TAG | ApDR_TAG) with value in D_ADDR. w
30 REQ_OUT Reads as 1 when FI.F0 is making a request for R
an SBus read or write.
: Writing to 1 initiates a DMA burst read from
30 RD_BURST memory into FIFO from address in ADDR_TAG. w
Writing to 1 loads FIFO CNT register with
29 | WR.CNT | 5 19T CSR(5:0). w
Writing to 1 puts FIFO into "WRITING’ mode.
28 | WRITE | poads as 1 when FIFO in 'WRITING' mode. R/W
Reads as 1 if FIFO is draining. Writing to 1 RIW
27 DRAIN forces FIFO to drain.
26 EMPTY Reads as 1 if FIFO buffer is empty. R
25 FULL Reads as 1 if FIFO buffer is full. R
Reads as 1 if FIFO buffer has enough room for 1
24 LO_MARK SBus read burst of data. R
23 HI_MARK Reads as 1 if FIFO contains enough data for 1 R
SBus write burst.
. Reads CNT register containing number of bytes
5:0 | COUNT | iored in FIFO buffer. R
. When WR_CNT=1, writes CNT register contain-
5:0 COUNT ing number of bytes stored in FIFO buffer. W

NOTE: The D_TST_CSR is intended for diagnostic and test use only, and should
never be written while a DMA transfer is active.

Programming Notes
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To setup a transfer to/from the SCSI using the DMA2

The transfer may be setup by first programming the internal byte count and address
registers of the DMAZ2. But first, the software driver needs to ensure that no error bits
are set in the D_CSR. It may do this by issuing a D_INVALIDATE and/or D_RESET
command. Once this is done, the driver then programs the WRITE, D_INT_EN,
D_EN_CNT, (D_FASTER), and D_TCI_DIS bits in the D_CSR. These map to the
following usages:

WRITE:

D_EN_CNT:
D_FASTER:
D_TCI_DIS:

D_INT_EN:

determines direction of transfer

set to override the SCSI byte count register and use that of DMA2
this should be set with every D_RESET

set to disable interrupts upon byte count = 0.

set to enable interrupts upon error conditions and byte count = 0.

Rev. 1.0
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Next, the SCSI chip should be programmed with the appropriate data for the
particular transfer. Finally, the ENA_DMA bit should be set. This bit acts as a gate
such that the DMA2 will immediately begin to respond to SCSI requests for service.

The transfer will now complete with one of three events: an error, in which case the
driver must go poll the SCSI for status, an interrupt, for which the driver must provide
service, or expiration of the byte count register. This last may be used in combination
with the chaining feature presented in subsequent sections of this spec.

To stop a transfer to/from the SCSI using the DMA2

The driver may suspend transfers between the SCSI and DMAZ2 at any time by simply
clearing the ENA_DMA bit. Note that memory accesses by the SBus side of the DMA2
chip are still possible even with this bit cleared. The transfer is easily restarted by
again setting the ENA_DMA bit.

Use of Internal Byte Counter with Next Address feature disabled

When using the internal Byte Counter and the D_TC flag in the D_CSR with
D_EN_NEXT = 0, it is necessary to perform the following procedure for correct
operation:

Load Byte Count into D_BCNT
Load DMA address into D_ADDR
Load Peripheral Device with relevant command(s)

Load D_CSR with enables and direction bits (D_EN_DMA, D_EN_CNT, and
WRITE)

Data will be transferred as directed until the Byte Count expires, at which point
the D_TC flag will be set in the D_CSR and an interrupt will be generated, if
enabled. DMA will also be stopped at this time (D_DMA_ON will be cleared).
DMA will remain stopped, independent of the value of D_EN_DMA, until
D_ADDR is loaded with a new value. (NOTE: this implies that the interrupt
service routine should clear D_EN_DMA before writing a new address to
D_ADDR.) Once the CPU has serviced the interrupt and wishes to start another
DMA operation it is necessary to proceed as follows:

Issue a D_INVALIDATE command and then repeat the above procedure. (Clears
D_TC bit of D_CSR)

Use of Internal Byte Counter with Next Address feature enabled

When using the internal Byte Counter, the D_TC flag in the D_CSR and the NEXT
ADDRESS feature, it is necessary to perform the following procedure for correct
operation:

NOTE: This is a suggested procedure since several methods of programming the
chip are possible.
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INITIALIZATION

Initialization if the state of the chip is not defined such as after an error.
Write Control register
D_TCI_DIS, D_EN_DMA, D_EN_NEXT, D_RESET =0
D_INVALIDATE, D_EN_CNT, D_INT_EN =1
WRITE = value when read

MULTIPLE BLOCK TRANSFERS

To do a multiple block transfer with an interrupt after each block:
Write Control register
D_INT_EN, D_EN_DMA, D_EN_CNT, D_EN_NEXT =1
D_TCI_DIS, D_INVALIDATE, D_RESET =0
WRITE = value as read or desired
Write D_BCNT with byte count of the first block.

Write D_ADDR with the starting address of the first block. Set-up and start the SCSI
chip to do its transfer.

Write D_NEXT_BCNT with the byte count of the 'next’ block.

Loading of the D_NEXT_BCNT is optional because the initial loading of the
D_BCNT also loads the next count register.

Write D_NEXT_ADDR with the address of the ‘next’ block. The transfer of the first
block is enabled and the transfer of the next block will happen automatically when
Terminal Count is reached, i.e.: the next address and byte counts will be used. (This
assumes the loading of the NEXT count and address occur before the first block
transfer is complete.)

INTERRUPT

After each interrupt:
Read D_CSR
D_TC and D_DMA_ON should both =1.

If D_DMA_ON = 0 then, the D_NEXT_ADDR register did not get updated or
there is an error pending, D_ERR_PEND. (It could also mean the DMA is not
enabled, D_EN_DMA, or the next address feature is not enabled,
D_EN_NEXT, but they were set = 1 so this should not be the case.)

Write D_NEXT BCNT with the byte count of the ‘next’ block.

Loading of the D_NEXT_BCNT register is optional, but if loaded, must be
loaded before the D_NEXT_ADDR register.

Write D_NEXT_ADDR with the address of the ’next’ block.

Rev. 1.0
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LAST BLOCK

If no Terminal Count interrupt is desired after the last block is transferred: (because
we expect an interrupt from the SCSI chip at the end of the transfer.)
On interrupt of the next to last block:

Read D_CSR
D_TC and D_DMA_ON should both = 1.

Write D_CSR
D_TCI_DIS, INT_EN, D_EN_DMA, D_EN_CNT, D_EN_NEXT =1
D_INVALIDATE, D_RESET = 0

WRITE = value as read or desired

The D_NEXT_ADDR register is not loaded so the transfer will stop.

NEXT TRANSFER

The initialization for the next multi-block transfer is:
Write D_CSR
D_INT_EN, D_EN_DMA, D_EN_CNT, D_EN_NEXT =1
D_TCI_DIS, D_INVALIDATE, D_RESET = 0
WRITE = value as read or desired

This assumes the chip is in a known state because, if not, the write to the
D_BCNT and D_ADDR registers may go to the NEXT registers (See
INITIALIZATION).

Write D_BCNT with byte count of the first block.

Write D_ADDR with the starting address of the first block.
Set-up and start the SCSI chip to do its transfer.

Write D_NEXT_BCNT with the byte count of the next’ block.

Loading of the D_NEXT_BCNT is optional because the initial loading of the
D_BCNT also loads the next count register

Write D_NEXT _ADDR with the address of the 'next’ block.

NCR89C100
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TAKING ADVANTAGE OF ‘NEXT’ FEATURE

If an interrupt occurs and the ‘next’ address is not available, there is no room in the
buffer or data is not available, the processor can take advantage of the fail-safe
capability by not loading the D_NEXT_ADDR and the DMA will stop when the count
goes to 0.

After the ‘next’ address becomes known the processor must determine if the transfer of
the current block has completed. If it has not, the processor should load the ‘next’ count
and address to continue the transfer. If the transfer has completed, the processor
should load the current count and address and the next count and next address to
restart the transfer.

NOTES:
1. There will be an interrupt generated when the count goes to zero.

2. The firmware must understand that if the transfer has stopped because
the D_NEXT_ADDR was not loaded before the terminal count was
reached, it is effectively loading the D_BCNT and D_ADDR registers, not
the NEXT registers. This will enable the DMA to restart the transfer.

3. Itis necessary to load the count before the address because the loading of
the address register causes the restart of the transfer

Additional Notes

Interrupts from the SCSI are visible as D_ INT_PEND in the D_CSR. The D_INT_EN
bit is provided to enable or disable the generation of an interrupt to the IU. If an error
condition exists during a memory access, (this could be late errors, protection errors,
time-outs etc.), the D_ERR_PEND bit will be set. This will cause an interrupt (if
enabled) to the IU. Similarly, expiration of the Byte Counter will cause the D_
INT_PEND bit to be set and an interrupt (if enabled). The D_ERR_PEND bit can only
be cleared by a D_INVALIDATE or D_RESET command, or sb_reset.

Software should never set the D_RESET or D_INVALIDATE bits in the D_CSR or
write to the D_ADDR register while the D_EN_DMA bit is set or while the
D_DRAINING bits are set.

TESTING the ‘NEXT’ REGISTERS

When the processor writes to the D_BCNT and D_ADDR registers the data goes
through the 'NEXT registers. This 'feature’ can be used to test the ‘NEXT registers
since they can not be read directly.
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Bidirectional Parallel Port

The parallel port consists of four 8 bit Parallel Port interface registers, three 16-bit
Configuration registers, and a 64-byte FIFO. The parallel port can operate in
programmed I/O mode or be DMA driven. The interface direction, timing and protocol
is programmable to meet the wide variety of “Centronics” interfaces that exist on
peripheral devices.

Three functional blocks make up the interface: DMA Control, P-FIFO, and the parallel
port register interface. The functional blocks, register sets, and operational modes are
discussed below.

Parallel Port DMA

Rev. 1.0

Parallel port DMA can operate in either a chained or unchained transfer mode. Mode
selection, interrupt control and general DMA control is performed via the Parallel Port
Control/Status Register (P_CSR). Transfer direction (to or from memory) is reflected in
the P_CSR but is controlled via the Parallel Port Transfer Control Register (P_TCR).
The operation of both modes is discussed in the following sections.

Unchained DMA Transfers

The unchained mode operates using a single address register and optionally the Byte
Count Register. If the byte counter has been enabled by setting the P_EN_CNT bit of
the P_CSR, the byte count will be decremented each time a byte is transferred to or
from the parallel port data bus, p_data(7:0). When the byte count expires (changes
from 0x000001 to 0x000000), the terminal count bit (P_TC) will be set, DMA will be
halted, and an interrupt will be generated if enabled via P_INT_EN =1 and
P_TCI_DIS=0.

Unchained DMA transfers are terminated in one of two ways. If the byte counter
expires (changes from 0x000001 to 0x000000), DMA will be halted, P_TC will be set
P_A_LOADED will be reset, and P_DMA_ON will be cleared until a new DMA address
is loaded into the P_ADDR register. Otherwise, the transfer can be terminated through
software by clearing the P_EN_DMA bit of the P_CSR. In both cases, on termination
of transfers from memory to the peripheral device the P-FIFO will be invalidated, and
on termination of transfers from the peripheral device to memory all valid data in the
P-FIFO will be drained to memory.

Chained DMA Transfers

Chained DMA transfers also use the address and byte count registers to perform
transfers. In addition, they also use the NEXT address and NEXT byte count register
set to accomplish the chaining of DMA transfers. DMA transfer chaining is enabled via
the P_EN_NEXT and P_EN_CNT bits in the P_CSR. Note that use of the byte counter
is essential to DMA chaining, as it is byte count expiration that initiates the loading of
the NEXT address and NEXT byte count into the address and byte count registers.

Chained DMA transfers are terminated in the following ways. If the byte counter
expires (changes from 0x000001 to 0x000000) and DMA chaining has been disabled
(P_EN_NEXT = 0), DMA will be halted, P_TC will be set, P_A_LOADED will be reset,
and P_DMA_ON will be cleared until a new DMA address is loaded into the P_ADDR
register. If the byte counter expires, DMA chaining is enabled (P_EN_NEXT =1), and
the NEXT address/byte count is invalid (P_NA_LOADED = 0), DMA will be halted
until the NEXT register set has been written. Finally, the transfer can be terminated
through software by clearing the P_EN_DMA bit of the P_CSR. In all three cases, on
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termination of transfers from memory to the peripheral device the P-FIFO will be
invalidated, and on termination of transfers from the peripheral device to memory all
valid data in the P-FIFO will be drained to memory.

NEXT Register Access

The NEXT register set used for chaining can only be accessed indirectly. The
P_EN_NEXT bit of the P_CSR defines whether register writes to the address/byte
count registers access the address/byte counter registers or the NEXT address/byte
count registers. When the P_EN_NEXT bit is set, all write accesses to the address/
byte count register locations are actually writes to the NEXT registers. The NEXT
registers shadow the counter registers. Note that the NEXT registers cannot be read
directly. Two P_CSR bits pertain to the validity of the address and NEXT address
registers. The P_A_LOADED bit indicates whether the address counter contains a
valid address and the P_NA_LOADED indicates whether the NEXT address register
contains a valid address.

DMA Memory Clear

The clearing of memory can be hardware assisted by setting the MEM_CLR and
DATA_SRC bits of the Parallel Port Operation Configuration Register (P_OCR). The
MEM_CLR bit specifies a DMA transfer to memory using the DATA_SRC bit as the
data to be sourced. Once MEM_CLR has been set, the P_WRITE bit of the P_CSR will
reflect the transfer direction to memory. Setting the P_EN_DMA bit will start the
transfer. Either of the above DMA transfer methods can be used but in either case the
byte counter must be enabled and used to control the transfer. When terminal count is
reached and P_EN_NEXT is cleared the transfer will be terminated. When terminal
count is reached and P_EN_NEXT is set but the NEXT address/byte count is invalid
(P_NA_LOADED cleared), the transfer will be suspended until the NEXT register set
has been written. Interrupts on P_TC operate according to the transfer mode selected.

Parallel Port DMA Registers

All Parallel Port DMA registers are accessed as 32 bit registers. However, not all
registers have 32 significant bits. The mnemonics for all Parallel Port registers are all
preceded by “P”. The Addr field of the register definitions correspond to SBus physical
address bits 4:0. Additionally, to access these registers the pa(x, y, z) physical address
bits must be 101, respectively.

PP DMA Address Register (P_ADDR) and
NEXT Address Register (P_NEXT_ADDR)

Addr | Bits Description Size | Type
04 | 31:0 | PP DMA Address Register (P_ADDR). 32 Bit | R/W

04 | 31:0 | PP DMA NEXT Address Reg (P_NEXT_ADDR) | 32 Bit W

This 32 bit R/W register contains the virtual address for Parallel Port DMA transfers.
It is implemented as a 32-bit loadable counter which points to the next byte that will
be accessed via the Parallel Port.

If the P_EN_NEXT (enable next address) bit in the P_CSR is set, then a write to the
P_ADDR register will write to the P_NEXT_ADDR register instead. If P_EN_NEXT is
set when the byte counter (P_BCNT) expires, and the P_NEXT_ADDR register has
been written since the last time the byte counter expired, then the contents of
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P_NEXT_ADDR are copied into P_ADDR. If P_EN_NEXT is set when the byte
counter (P_BCNT) expires, but the P_NEXT_ADDR register has not been written
since the last time the byte counter expired, then DMA activity is stopped and DMA
requests from the Parallel Port will be ignored until P_NEXT_ADDR is written or
P_EN_NEXT is cleared. (Also, the P_DMA_ON bit will read as 0 while DMA is
stopped because of this). When DMA is re-enabled by writing to the P_NEXT_ADDR
register, the contents of P_NEXT_ADDR are copied into P_ADDR before DMA activity
actually begins.

NOTE: A write to the P_ADDR register will invalidate the P-FIFO. A write to the
P_NEXT_ADDR register does not have this effect.

PP DMA Byte Count Register (P_BCNT) & NEXT Byte Count (P_NEXT_BCNT)

Addr | Bits Description Size | Type
08 | 23:0 | PP DMA Byte Count (P_BCNT) 32 Bit | R/W

08 | 23:0 | PP DMA NEXT Address Reg (P_NEXT_BCNT) | 32 Bit W

This register is implemented as a 24 bit down counter. When reading this register as a
word, bits 31:24 will read as 0’s. The register should be loaded with a 24 bit byte count
which, if enabled via the P_EN_CNT bit in the P_CSR, will be decremented every
time a byte is transferred between the DMA2 and whatever external device is
connected to the parallel port. Transition of this register to zero, Terminal Count
(P_TC), will generate an interrupt if not disabled via the P_TCI_DIS bit of the P_CSR.

If the P_EN_NEXT bit in the P_CSR is set, then a write to the P_BCNT register will
write to the P_NEXT_BCNT register instead. Whenever the P_NEXT_ADDR register
is copied into the P_ADDR register, the P_NEXT_BCNT register is copied into the
P_BCNT register at the same time. If P_NEXT_ADDR is being copied int P_ADDR
and P_NEXT_BCNT has not been written since the last time P_NEXT_BCNT was
copied int P_BCNT, the last value that was written into P_NEXT_BCNT will again be
copied into P_BCNT. This provides a shortcut in setting up consecutive DMA
transfers of equal size from different addresses, in that P_NEXT BCNT only needs to
be written once as long as P_NEXT_ADDR is loaded for each successive transfer. If
P_EN_NEXT is not set when P_BCNT expires (changes from 0x000001 to 0x000000),
then Parallel Port DMA activity will be stopped and the P_DMA_ON bit will read as 0
until P_ADDR is written. If P_EN_NEXT is set, then DMA will be stopped on
P_BCNT expiration.

NOTE: Loading P_BCNT with 0 will allow 224 bytes to be transferred before it
expires.

PP Test Control/Status Register (P_TST_CSR)

The P_TST_CSR is a 32-bit R/W register internal to DMA2 which provides testability
functions for the parallel port interface. It is accessed as indicated in the DMA2
Internal Registers Address Map (Table 3-1). The functionality of the P_TST_CSR is
identical to the D_TST_CSR, except that it affects the P-FIFO instead of the D-FIFO.

Parallel Port Control/Status Register (P_CSR)
This register provides DMA status and control information for the Parallel Port.
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ADDR=0, Size=32 Bits

SBus /O Chipset Data Manual

Bit Mnemonic Description Type
Set when a PP DMA or PP Control
0 P_INT_PEND interrupt is pending or when P_TC R
set and P_TCI_DIS not set.
Set when an interrupt is pending due
1 P_ERR_PEND to an SBus error condition. R
Both bits set when the P-FIFO is
3:2 P_DRAINING draining to memory, otherwise both R
bits are 0.
When set, enables sb_p_irq_ to
4 P_INT_EN become active when either P_INT _- R/W
PEND or P_ERR_PEND are set.
When set, invalidates the P-FIFO.
5 P_INVALIDATE Resets itself. Reads as 0. w
Set on slave access size error to a PP
6 P_SLAVE_ERR register. Reset by P_RESET, P_IN- R/W1*
VALIDATE, or writing to 1.
When set, acts as a hardware reset to RIW
7 P_RESET the Parallel Port only.
8 P_WRITE DMA Direction. 1= To memory; R
0=From memory.
9 P_EN_DMA When set, enables DMA transfers to/ RW
from the PP.
12:10 — Unused. Reads as 0. R
13 P_EN_CNT When set, enables the PP byte RIW
counter to be decremented.
Terminal count. Set when byte count
14 P_TC expires. Reset on write of 1 if P_EN_- | R/W1*
NEXT=1.
17:15 — Unused. Reads as 0. R
19:18 P_BURST SIZE Defines sizes of SBus read and write R/W
bursts for PP transfers.
When set, disables draining and
20 P_DIAG resetting of P-FIFO on loading of R/W
P_ADDR register.
22:21 —_ Unused. Readsas0. | ...
23 P_TCL DIS When get, disables P_TC from generat- R/W
ing an interrupt.
When set, enables DMA chaining and
NEXT address/byte count auto-load R/W
24 P_EN_NEXT mechanism. P_EN_CNT must also be
set.
*R/W1 bits are readable and cleared by writing to logic 1.
Rev. 1.0




DMA2 DMA Core

Bit Mnemonic Description Type
DMA On. When set, indicates that
DMA transfers are not disabled due
25 P_DMA_ON to any hardware or software condi- R
tion.
Set when the contents of the address
26 P_A_LOADED and byte count are considered valid R
during chained transfers.
Set when NEXT Address and byte
27 P_NA_LOADED count registers have been written but R
have not been used for chaining.
31:28 P_DEV_ID Device ID=1010 R
*R/W1 bits are readable and cleared by writing to logic 1.

The RESET state of this register is as follows:
P_ERR_PEND=P_INT_EN=P_INVALIDATE=P_SLAVE_ERR=P_RESET=

P_WRITE=P_EN_DMA=P_EN_CNT=P_TC=P_BURST_SIZE=P_TCI_DIS=
P_EN_NEXT=P_DMA_ON=P_A_LOADED=P_NA_LOADED=0.

P_INT_PEND
Interrupt pending is the logical OR of the following enabled PP interrupt
sources: (P_TC & 'P_TCI_DIS), DS_IRQ, ACK_IRQ, BUSY_IRQ,
ERR_IRQ, PE_IRQ, SLCT_IRQ.

P_ERR_PEND
Error pending will be set due to an SBus error acknowledge or an SBus
late error. It indicates an SBus error condition. PP DMA is stopped
(P_DMA_ON=0) when this bit is set. This bit can be reset by setting
P_INVALIDATE or P_RESET.

P_DRAINING
When P-FIFO is draining to memory, both bits are set. Do not assert
P_RESET or P_INVALIDATE or write to the P_ADDR register when set.
P_DRAINING bits are not valid while P_ERR_PEND is set and should be
ignored.

P_INVALIDATE
Setting this bit invalidates the P-FIFO. If P_ERR_PEND = 0 when P_IN-
VALIDATE is set, all dirty data in the P-FIFO will first be drained to
memory. If P_ERR_PEND =1 when P_INVALIDATE is set, all dirty data
in the P-FIFO will be discarded. In addition to invalidating the P-FIFO,
setting this bit causes P_ERR_PEND and P_TC to be reset. If
P_EN_NEXT =1, P_A_LOADED and P_NA_LOADED will also be reset.

P_RESET

This bit functions as a hardware reset to the parallel port. It will remain
active once written to one until written to zero, unless cleared by an SBus
reset (sb_reset_ asserted). Setting P_RESET or asserting sb_reset_ will
invalidate the P-FIFO and reset all parallel port interface state machines
to their idle states. If P_ERR_PEND = 0 when P_RESET is set, all dirty
data in the P-FIFO will first be drained to memory. When this occurs,
P_RESET must not be cleared until draining is complete, as indicated by
P_DRAINING = 00. If P_ERR_PEND=1 when P_RESET is set, no drain-
ing will take place and all dirty data in the P-FIFO will be discarded.

NCR89C100
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P_WRITE

This read only bit reflects the direction for DMA transfers. It is a logical
OR of the DIR bit of the Parallel Control Register (P_CR) and the
MEM_CLR bit of the parallel operation control register (P_OCR).

P_TC

This bit will be set when the byte counter (P_BCNT) transitions to from
0x000001 to 0x000000. This will generate an interrupt if enabled by
P_INT_EN and not disabled by P_TCI_DIS. During unchained transfers,
P_TC causes P_DMA_ON to be reset. When P_EN_NEXT = 0, P_TC is
cleared by P_INVALIDATE, P_RESET, or sb_reset_. When P_EN_NEXT
=1, P_TC can also be cleared by writing a 1 to it.

P_BURST_SIZE

This field defines the sizes of SBus read and write bursts used by the
DMAZ2 for parallel port transfers. All reads from memory will be one size,
either 4, 8, or 1 word (in 'no burst’ mode). SBus writes to memory can be
byte, half-word, word, or one of the burst sizes given in the table. The
DMAZ2 will always use the largest possible size for writes, which is depen-
dent on P_BURST_SIZE and the number of bytes that need to be drained.
Also, P_BURST _SIZE determines the draining level of the P-FIFO. When
the P-FIFO has been filled with this amount of data, it will always be
drained to memory. The sizes given in the following table are in SBus

words.

P_BURST_SIZE | Read BurstSize | Write Burst Sizes P-FIFO

- - Draining Level

00 4 words 4 words 4 words
01 8 words 4, 8 words 8 words
10 no bursts! no bursts 1 word
11 reserved reserved reserved

1 SBus reads are always 1 word in 'no burst’ mode.

P_DMA_ON

When set, indicates that DMA2 is able to respond to Parallel Port DMA
requests. Reads as 1 when (P_A_LOADED or P_NA_LOADED) &
P_EN_DMA & NOT(P__ERR_PEND); otherwise reads as 0.

Between the Parallel Port and the SBus interface is a 64-byte FIFO (P-FIFO). This
FIFO is bypassed for slave accesses to the Parallel Port registers. Consistency control
ensures that all data written by the external device gets to main memory in a
deterministic manner, and is handled completely in hardware. One of the consistency
control mechanisms used on transfers to memory is draining of all P-FIFO data upon
the access of any parallel port register. The P-FIFO is implemented using the same
logic block as the D-FIFO, and thus has identical functionality internally. Refer to the
SCSI section for detailed descriptions of how the FIFO handles transfers to and from
memory, invalidation conditions, and memory errors.
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The conditions that cause data in the P-FIFO to be drained to memory are slightly
different than those for the D-FIFO, and are as follows:

1. 4,186, or 32 bytes (depending on P_BURST_SIZE) have been written into
the P-FIFO.

2. The P_INT_PEND bit in the P_CSR is set.

3. The CPU does a slave write to a Parallel Port internal register other than
the P_TST_CSR (writing P_ADDR does not cause draining if P_DIAG is
set).

4. The P_RESET or P_INVALIDATE bit in the P_CSR is set.

5. The P_ADDR register is loaded from P_NEXT_ADDR when P_DIAG is
not set.

None of these conditions will cause draining if P_ERR_PEND = 1, indicating that a
memory error has occurred. If Condition 4 or 5 occurs when P_ERR_PEND =1, the
P-FIFO will be invalidated and all dirty data discarded.

Bidirectional Parallel Port Interface

The parallel port can operate unidirectionally or bi-directionally in either a
programmed I/O mode or in a DMA mode. The hardware interface can be configured
to operate with a wide range of devices through the following mechanisms:

¢ Bidirectional signal configuration for the interface control signals—data
strobe, acknowledge, and busy. Each control signal can be individually
configured as a unidirectional or as a bidirectional signal.

¢ Programmable pulse widths for all generated signals and programmable
data setup time for data transfers.

¢ Programmable protocol definition for all combinations of acknowledge and
busy handshaking.

This interface configuration capability will allow operation over a wide range of data
transfer rates and protocol definitions. The operational modes and a description of
each of the individual registers are presented below.

DMA Mode

DMA mode automates the data transfer over the port as has been discussed in the
previous sections on PP DMA. Since no software intervention is required for data
transfer, the interface protocol and timing required must be programmed via the
configuration registers. DMA transfers are initiated/enabled by setting the
P_EN_DMA bit of the P_CSR. The operation of the interface is dependent on the
direction of transfer and the protocol selected as described below.

Unidirectional Operation (Transfers To the Peripheral Device)

This mode of operation is the “Centronics” implementation of a unidirectional parallel
port. Operation of the parallel port in this mode requires the direction control bit
(DIR) of the Transfer Control Register (TCR) to be 0. Timing variations are handled
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via the DSS (data setup to data strobe) and DSW (data strobe width) bits of the
Hardware Configuration Register. The timebase for programmability is the SBus
clock. The DSS parameter (7 bits) can be programed from a minimum of 0 SBus clocks
to 127 SBus clocks in steps of one SBus clock. The DSW parameter (7 bits) is also
programmed in steps of one SBus clocks, however, when DSW=0,1,2, or 3, data strobe
width is defined as three SBus clocks. That is, the minimum data strobe width is three
SBus clocks. The following table shows the nominal range of programmability for
different SBus clock speeds.

SBus Clock DSS DSW

16.67 MHz 0-7.62us 180.0 ns - 7.62 us
20 MHz 0-6.35us 150.0 ns - 6.35 us
25 MHz 0-5.08 us 120.0 ns - 5.08 us

The desired handshake protocol can be selected using the ACK_OP (acknowledge
operation) and BUSY_OP (busy operation) bits of the Operations Configuration
Register (OCR). The function of these bits is defined as follows:

ACK_OP 1 = Handshake complete with receipt of p_ack.
0 = p_ack is ignored.

BUSY_OP 1 = Handshake complete with receipt of p_bsy_.
0 = p_bsy_ is not used for handshaking.

These two bits allow selection of one of four possible protocols, however only three of
these protocols make sense and are valid selections. The case of ACK_OP=
BUSY_OP=1, is not supported. For all protocol selections, if p_bsy_ is active, further
data transfers will not occur until p_bsy_ is negated. The following table summarizes
the protocol definitions for transfers to the peripheral device:

BUSY_OP ACK_OP Protocol Definition
0 0 No handshaking occurs.
0 1 Acknowledge is required for each byte
. transferred.
1 0 p_bsy_is used as acknowledge and is required
’ for each byte transferred. ack is ignored.
1 1 Invalid.

The transfer modes are shown and discussed in the following sections.

NCR89C100 Rev. 1.0
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No Handshake (BUSY_OP=0, ACK_OP=0)

Data transfers are controlled by the use of p_d_strb and optionally p_bsy_. There is no
acknowledge in this mode and p_ack is a don’t care. p_bsy_ is used to gate further
transfers when the peripheral device cannot receive another byte of data. p_bsy_ is
sampled before data strobe becomes active and after data strobe becomes inactive, to
insure that a data transfer is not attempted while the device is busy.

It is this mode, which provides the fastest transfer of data over the interface, the
fastest cycle time is six SBus clocks per byte. This transfer time is arrived at as
follows: DSS=0, DSW=3 (minimum width of DSW is three SBus clocks), and three
SBus clocks between consecutive data strobes. This assumes that p_bsy_ is not
asserted during the transfer cycle. Refer to the following data transfer diagram:

p_data (0) X X ) 4
1 1
< 2 >
p_d_stb @ DSS FDSW-lt» DSS pSw : T
p_ack ()
_bsy_ (i) g

1. Data Setup as defined in the hardware configuration register.

2. Data strobe width as defined in the hardware configuration register.

3. There is a three SBus clock delay from the end of data strobe to the
next byte of data being clocked onto the p_d data bus.

4. Acknowledge is a don’t care condition for all data transfers.

5. When p_bsy_ is active it gates further data transfers.

6. All signal polarities shown are at the pins. Polarities on the interface cable
should be inverted (except p_data).

Handshake with Ack (BUSY_OP=0,ACK_OP=1)

Data transfers are controlled by the use of p_d_strb, p_ack, and optionally p_bsy_.
p_ack is required for each byte transferred. If p_bsy_ is active at the end of the cycle,
further data transfers will be gated until p_bsy_ becomes inactive. If p_bsy_ is not
present then data transfers will proceed. p_bsy_ is also sampled immediately before
p_d_strb is generated to insure that a data transfer is not attempted while the device
is busy. Refer to the following data transfer diagram:

NCR89C100
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p_data (O) X ' S - = X
- 2 5
p_d_strb (0) DSS [DsSwW e S S —
3 e rmeacma e
p_ack (i) I N
4
p_bsy() I

1. Data Setup as defined in the hardware configuration register.

2. Data strobe width as defined in the hardware configuration register.

3. Acknowledge is required for each byte transferred.

4. When p_bsy_ is active it gates further data transfers.

5. If p_bsy_ is not present, the next data byte will be gated on to the bus following
ack (there is a minimum of three SBus clocks between the trailing edge of ack and the
next data byte).

6. All signal polarities shown are at the pins. Polarities on the interface cable
should be inverted (except p_data).

Handshake with Busy (ACK_OP=0, BUSY_OP=1)

Data transfers are controlled by the use of p_d_strb and p_bsy_. p_ack is a don’t care
in this mode. p_bsy_ is required as an acknowledge after p_d_strb and will gate any
further data transfers while it is active. p_bsy_ is also sampled immediately before
p_d_strb is generated to insure that a data transfer is not attempted while the device
is busy. Refer to the following data transfer diagram:

p_data (0) X
< 1 2 P 5
p_d_strb (0) DSS [—psw [
3
p_ack (i) ;
p_bsy_ () I 47
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1. Data Setup as defined in the hardware configuration register.

2. Data strobe width as defined in the hardware configuration register.

3. Acknowledge is a don’t care condition for all data transfers.

4. p_bsy_ is required as an acknowledge for each byte transferred. While p_bsy_ is present,
it gates further data transfers.

5. The next byte of data will be gated on to the bus following the trailing edge of p_bsy_
(there is a minimum of three SBus clocks between the trailing edge of p_bsy_ and the
next byte of data).

6. All signal polarities shown are at the pins. Polarities on the interface cable
should be inverted (except p_data).
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Bidirectional Operation

Bidirectional data transfer over the parallel port can be accomplished by the use of
either of two master/slave protocols. The “master write” protocol or the “master read/
write” protocol. The IBM implementation of a bidirectional parallel port uses the
“master write” protocol in which the master always writes data to the slave and when
the direction of data transfer needs to be reversed, mastership is exchanged. The
Xerox implementation uses the “master read/write” protocol where data transfer is
performed in either direction under control of the fixed master. The parallel port will
operate as either master or slave when configured for master write protocol, and only
as the master when configured for the master read/write protocol.

The selection of one of these bidirectional transfer methods is accomplished indirectly
through the specification of the bidirectional nature of the data strobe signal. Since in
both methods data strobe resides with the master, a bidirectional data strobe implies
the IBM “master write” scheme and fixed data strobe (output only) implies the Xerox
“master read/write” scheme.

The interface control signals - data strobe, acknowledge, and busy are individually
configurable as bidirectional or unidirectional pins. The bidirectional signal
configuration bits are located in the Operation Configuration Register. The function of
the bits are as follows:

DS_DSEL 1 = Data strobe is bidirectional.
Master write transfer protocol is selected.

0 = Data strobe is fixed as an output.
Master read/write transfer protocol is selected.

ACK_DSEL 1 = p_ack is bidirectional.

0 = p_ack is fixed as an input.
BUSY_DSEL 1 = p_bsy_ is bidirectional.

0 = p_bsy_ is fixed as an input.

To allow external driver/receiver connection, each of these control signals and the data
bus has a corresponding direction control pin. The DIR bit of the Transfer Control
Register is used to switch the direction of the data bus and the pins that have been
configured as bidirectional. The state of the DIR bit is reflected on the p_d_dir_ pin for
external transceiver control and direction control communication to the attached
device. While DIR=0, all pins remain in their unidirectional sense which is defined to
be consistent with the unidirectional parallel port as follows:

Signal /0 Dir_Pin State
p_d_strb 0 p_ds_dir 1
p_ack 1 p_ack_dir_ 0
p_bsy_ I p_bsy_dir_ 0
p_data 0 p_d_dir_ 1
NCR89C100
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When DIR is set to 1, the pins configured as bidirectional change direction and their
corresponding direction control pins are set accordingly. Note that the input status
pins (err, slct, pe) which are readable in the Input Register are not configurable. They
are fixed as inputs. Similarly, the output pins (p_afxn, p_init, p_slct_in) of the Output
Register are fixed as outputs.

The transfer modes are shown and discussed in the following sections.

Master Write Protocol, Slave Operation

This section describes the parallel port operation as a slave when it is configured for
master write protocol (DS_DSEL=1). Operation as a master is the same as is
described in the Unidirectional Operation section.

In this mode, acknowledge and/or busy can be generated in response to a data strobe.
The width of the p_ack pulse can be defined using the DSW bits of the hardware
configuration register. The p_bsy_ hold time and p_ack positioning after the trailing
edge of data strobe are defined using the DSS bits. However note that in this mode,
DSS has a tolerance of +3 to 4 SBus clocks, due to synchronization delays. The
nominal programmability range is the same as was specified in the Unidirectional
Operation section.

The ACK_OP and BUSY_OP bits are used to specify handshake protocol. The
function of the bits take on a new meaning when the parallel port is a slave.

ACK_OP 1 = Generate p_ack in response to a data strobe.
0 = p_ack is not generated. p_ack is held in an inactive state.

BUSY_OP 1 = Generate p_bsy_, as an acknowledge, in response to data
strobe.

0 = p_bsy_is not generated for each byte transferred, but is
asserted as required.

These two bits allow selection of one of four possible handshake protocols. The
following table summarizes the protocol definitions for transfers to the parallel port
from the peripheral device.

BUSY _OP | ACK_OP Protocol Definition
0 0 No handshaking occurs.
0 1 Acknowledge is generated for each byte transferred.
1 0 p_bsy_is generated as an acknowledge for each byte
transferred. p_ack remains inactive.
1 1 Both p_bsy_ and p_ack are generated for each byte
transferred.
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For all protocol selections, p_bsy_ will become active if one of the following conditions
occur: the P_DMA_ON bit is reset indicating DMA cannot proceed; or the P-FIFO is
unable to accept more data. Internally, p_bsy_ will always be generated for these
conditions. However, if the p_bsy_ pin is not configured as an output it will not be
driven and the external interface will not be able to detect the busy condition. In this
case data could be lost. In all cases if p_bsy_ is asserted it will have the following
timing characteristics:

2
DSS

<

p_d_strb () ______IGN [
_bsy_ (0) |

1. When data strobe is detected, p_bsy_ will be generated within
3 SBus clocks, if required.
2. p_bsy_hold time after data strobe is configurable via DSS.

The transfer modes are shown and discussed in the following sections:

No Handshake (BUSY_OP=0, ACK_OP=0)

No handshake signals are generated in this mode. If p_ack is configured as an output
it will remain low or inactive. p_bsy_ will be generated as required to gate further
transfers but not as a handshake signal. The operation of the interface as defined
assumes the bidirectional sense of each signal has been configured as follows: DIR=1,
DS_DSEL=1, ACK_DSEL=X, BUSY_DSEL=1. If p_ack is configured as an output it
will remain low or inactive. The configuration of p_bsy_ as an output is suggested to
avoid potential data loss. Reference the parallel port timing section for detailed
timing requirements for this mode.

Handshake with Ack (BUSY_OP=0, ACK_OP=1)

Data transfers are acknowledged using p_ack. The position of p_ack relative to the
trailing edge of data strobe is set using DSS. Note that in this mode, the actual
positioning of p_ack will be DSS plus 3 to 4 SBus clocks, due to synchronization
delays. The width of p_ack is set using DSW. p_bsy_ will be generated as required to
gate further transfers but not as a handshake signal. The operation of the interface as
defined assumes the bidirectional sense of each signal has been configured as follows:
DIR=1, DS_DSEL=1, ACK_DSEL=1, BUSY_DSEL=1. The configuration of p_bsy_ as
an output is suggested to avoid potential data loss. Refer to the following data
transfer diagram:
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p_data (i) X X

paso® — [ ] r 1
> 2

p_ack (0) DSS ~—psw-l

p_bsy_(0) S

1. Acknowledge position relative to data strobe (DSS-Hardware configuration register).

2. Acknowledge width (DSW-Hardware configuration register).

3. p_bsy_ will be asserted if required.

4. All signal polarities shown are at the pins. Polarities on the interface cable
should be inverted (except p_data).

Handshake with Busy (BUSY_OP=1, ACK_OP=0)

Data transfers are acknowledged using p_bsy_. p_bsy_ will be generated off of the
leading edge of p_d_strb and will remain active for the period specified by DSS (plus 3
to 4 SBus clocks) beyond the end of p_d_strb. The operation of the interface as defined
assumes the bidirectional sense of each signal has been configured as follows: DIR=1,
DS_DSEL=1, ACK_DSEL=X, BUSY_DSEL=1. The configuration of p_ack as an input
will not hinder the operation of the interface as far as handshaking is concerned. If
p_ack is configured as an output it will remain low or inactive. Refer to the following
data transfer diagram:

p_data (i) X X
pdstb@ [ ] —
p_ack (0) (Logic 0)
PR N
POy (@) — “"pss

1. p_bsy_ hold time after data strobe (DSS-Hardware configuration register).
2. All signal polarities shown are at the pins. Polarities on the interface cable
should be inverted (except p_data).

Handshake with Ack and Busy (BUSY_OP=1, ACK_OP=1)

Both p_ack and p_bsy_ are generated in response to a data strobe. p_bsy_ will be
generated off of the leading edge of p_d_strb and will remain active for three SBus
clocks beyond the end of p_ack. The position of p_ack relative to the trailing edge of
data strobe is defined by DSS (again DSS has a tolerance of +3 to 4 SBus clocks). The
width of p_ack is set using DSW. The operation of the interface as defined assumes the
bidirectional sense of each signal has been configured as follows: DIR=1, DS_DSEL=1,
ACK_DSEL=1, BUSY_DSEL=1. Reference the following data transfer diagram:
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p_data (i) X X
p_d_strb (i) | 1 [
p_ack (o) DSS Diw

bsy_(0) | 3

1. Acknowledge position relative to data strobe. (DSS-Hardware Configuration Register).
2. Acknowledge width (DSW-Hardware configuration register).
3. p_bsy is deasserted 3 sbus clocks following the trailing edge of p_ack.

' 4. All signal polarities shown are at the pins. Polarities on the interface cable
should be inverted (except p_data).

Master Read/Write Protocol (Xerox Mode)

This section describes the parallel port operation while master read cycles are
performed. Operation while master write cycles are performed is the same as is
described in the Unidirectional Operation section.

Data transfer for master read cycles is accomplished by the master generating a data
strobe (request for data) with no data present on the p_data bus. The peripheral
responds by placing data on the p_data bus and generating an p_ack which functions
as a strobe. Only one handshake protocol is valid for master read cycles. It described
below.

Handshake with Ack (BUSY_OP=0, ACK_OP=1)

Data is transferred to the parallel port by the use of p_ack. p_d_strb width is defined
by DSW. DSS is used to define the required interval from p_ack to the next p_d_strb.
p_bsy_ will gate further data transfers if present. The operation of the interface as
defined assumes the bidirectional sense of each signal has been configured as follows:
DIR=1, DS_DSEL=0, ACK_DSEL=0, BUSY_DSEL=0. Refer to the following data
transfer diagram:

p_data (i) X

r i > ...
pdstb@____ [ psw DSS
3
p_ack () |

bsy_ 0 H /

1. Data strobe width as defined in the hardware configuration register.

2. DSS is used for ack to p_d_strb timing (hardware configuration register).

3. Acknowledge is used as a strobe and is required for each byte transferred.

4. If p_bsy_ is active it gates further data transfers.

5. All signal polarities shown are at the pins. Polarities on the interface cable
should be inverted (except p_data).
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Programmed 1/O Mode

Programmed I/0O mode is intended to allow the parallel port to operate primarily
under software control. Data latching, interrupt and busy generation are performed in
hardware as required. The following two sections describe operation for transfers to
and from the peripheral device.

PIO on Transfers To the Peripheral Device
For transfers to the peripheral device, all signals are under the control of software.
There is no hardware assist other than interrupt generation.

PIO on Transfers From the Peripheral Device

The two modes of bidirectional operation previously discussed are supported with
hardware assisted data latching. The bidirectional select bits (DS_DSEL,
ACK_DSEL, BUSY_DSEL) should be set according to the desired configuration. The
handshake protocol bits (ACK_OP, BUSY_OP) have no function in PIO mode.

During operation as a slave under the master write protocol (DS_DSEL=1, DIR=1),
data is sampled and latched once data strobe has been detected. p_bsy_ becomes
active at the same time that data is latched and must be made inactive under
software control.

During operation under master read/write protocol (DS_DSEL=0, DIR=1), master
reads are assisted by sampling and latching the data once p_ack has been detected.
p_bsy_ is not generated in this mode.

Bidirectional Parallel Port Registers

The parallel port register set consists of two 16-bit configuration registers, four 8-bit
parallel port interface registers, and one 16-bit interrupt control register. The two 16-
bit configuration registers can be accessed as individual 16 bit registers or as a word
aligned pair. Similarly, the four 8-bit registers can be accessed as 8-bit registers, 16-
bit halfword aligned pairs, or as one 32-bit register. The Addr field of the register
definitions corresponds to SBus physical address bits 4:0. Additionally, to access these
registers the pa(x, y, z) physical address bits must be 101, respectively.

Parallel Port Configuration Registers

Hardware Configuration Register (P_HCR)
This 16-bit read/write register is used to specify the value of the two programmable
timers. Reset value of this register is unknown, except the TEST bit which is reset to

ao.
ADDR=10, Size=16 Bit
Bit Mnemonic Description Type
. Data setup before data strobe in incre- R/W
6:0 DSS ments of 1 SBus clock.
7 — Unused. Reads as 0. RO
. Data strobe width in increments of 1 RIW
14:8 DSW SBus clock.
Test bit which when set, allows the bur- RIW
15 TEST ied counters to be read.
NCR89C100 Rev. 1.0
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DSS

Data setup to data strobe. This 7 bit quantity is used to define several different timing
specifications for the interface. The contents of this field of the register are used to
load a hardware timer whose timebase is the SBus clock. The programmability range
is from a minimum of 0 SBus clocks to 127 SBus clocks. Bit 0 is the Isb and bit 6 is the
msb. The sections on unidirectional and bidirectional transfers should be referenced
for detailed information on the use of this timer.

DSW

Data strobe width. This 7 bit quantity is used to define data strobe and acknowledge
pulse widths for the interface. The contents of this field of the register are used to load
a hardware timer whose timebase is the SBus clock. The programmability range is
from a minimum of 3 SBus clock to 127 SBus clocks. In the case of the value being
0,1,2,0r 3, the timer will be loaded with a value of 3. Bit 8 is the Isb and bit 14 is the
msb. For detailed information on the use of this timer, refer to the sections on unidi-
rectional and bidirectional transfers.

Operation Configuration Register (P_OCR)

This 16-bit read/write register is used to specify the operation of the interface. Bidi-
rectional specification of the control signals (p_d_strb, p_ack, p_bsy_), handshake pro-
tocol, memory clear and diagnostic mode are defined in this register. The detailed
function of the bits is described following the table. Reset value of this register is all
bits 0, except DS_DSEL & IDLE, which are reset to 1, and bit 1, which always reads
as 1.

ADDR=12 Size=16 Bit

Bit Mnemonic Description Type
0 — Reserved R/W
1 —_ Reserved. Reads as 1. RO
2 — Unused. Reads as 0. RO
s | Dup | Tl et PPt tnser | g
4 — Unused. Reads as 0. RO
5 — Unused. Reads as 0. RO
6 — Unused. Reads as 0. RO
7 SRST z&;hlir; :ftl;),yrsigzvsv ;?ee. parallel port. Must R/W
8 ACK_OP Acknowledge operation. R/W
9 BUSY_OP Busy operation. R/W
10 EN_DIAG When set, enables diagnostic mode. R/W
11 ACK_DSEL ;A;c:,:r;zvﬁei(lgsiﬁglirectional select. When R/W
19 BUSY_DSEL l];%j)ssyyl—nidsn{)(;t:gli?al select. When set, RIW
Rev. 1.0 NCR89C100
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Bit Mnemonic Description Type
Data Strobe bidirectional select.When RIW
13 DS_DSEL set, p_d_strb is bi-dir.
14 DATA_SRC Data source for memory clear operation. | R/W
15 MEM_CLR When set, enables memory clear. R/'W
IDLE

When this bit is set, it indicates that the parallel port data transfer state machines
are in their idle states. The state machines should be idle when changing direction
and/or configuring operational modes and when enabling a memory clear operation.

SRST

Setting this bit will place the parallel port data transfer state machines and
programmable timers into reset. It will not reset any of the parallel port registers.
This bit must be reset by software.

ACK_OP

Used to specify the handshake protocol to be used on the interface. The meaning of
this bit differs depending on the direction of transfer. Refer to the sections on
unidirectional and bidirectional transfers for detailed information on this bit. The
general definition is as follows:

1 = Handshake using p_ack.
0 = p_ack is inactive.

BUSY_OP

Used to specify the handshake protocol to be used on the interface. The meaning of
this bit differs depending on the direction of transfer. Refer to the sections on
unidirectional and bidirectional transfers for detailed information on this bit. The
general definition is as follows:

1 = Handshake performed using p_bsy_.
0 = p_bsy_ is not used for handshaking.

EN_DIAG
Setting this bit enables diagnostic mode which does three things:

1. Bits 0-2 of the output register are gated on to bits 0-2 of the input
register. This allows testing of the data path and the interrupt
generation logic.

2. The internal DS, ACK, and BUSY latch bits drive the internal DS_IRQ
and ACK_IRQ, and BUSY_IRQ interrupt generation logic.

3. When reading the DS, ACK, and BUSY bits of the Transfer Control
Register, the read data comes from the internal latches instead of the
external pins. During diagnostic mode, if the DS or ACK bits are
configured as outputs, the output pins will be gated to an inactive level.
The BUSY- output will be driven active and the DIR output will be
latched in its current state.
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ACK_DSEL

This bit is a bidirectional select for the p_ack signal. When reset, p_ack is fixed as an
input. When set, p_ack is a bidirectional signal. The p_ack_dir_ pin will reflect the
direction of p_ack. The switching of direction is controlled by the DIR bit of the
Transfer Control Register. The function of the two pins is as follows:

DIR=0 DIR=1
p_ack Input Output
p_ack_dir 0 1

BUSY_DSEL

This bit is a bidirectional select for the p_bsy_ signal. When reset, p_bsy_ is fixed as
an input. When set, p_bsy_ is a bidirectional signal. The p_bsy_dir_ pin will reflect the
direction of p_bsy_. The switching of direction is controlled by the DIR bit of the
Transfer Control Register. The function of the two pins is as follows:

DIR=0 DIR=1
p_bsy Input Output
p_bsy_dir_ 0 1

DS_DSEL

This bit is a bidirectional select for the p_d_strb signal. When reset, p_d_strb is fixed
as an output. When set, p_d_strb is a bidirectional signal. The p_ds_dir_ pin will
reflect the direction of p_d_strb. The switching of direction is controlled by the DIR bit
of the Transfer Control Register. The function of the two pins is as follows:

DIR =0 DIR=1
p_d_strb Output Input
p_ds_dir_ 1 0

This bit also defines transfer protocol as follows:

1 = Data strobe is bidirectional. Master write transfer protocol is
selected.

0 = Data strobe is fixed as an output. Master read/write transfer protocol
is selected.

DATA_SRC
This bit specifies the data to be sourced during a memory clear operation. When set,
the sourced data will be ones. When reset, the sourced data will be zeros.

MEM_CLR
This bit enables memory clear operation. Additionally, the DMA control registers need
to be configured and DMA must be enabled.

Parallel Port Interface Registers

Parallel Data Register (P_DR)

The Data Register is an 8-bit read/write port used to transfer data to and from the
external device. In programmed I/O mode data written to this register is presented to
the I/O pins if the DIR bit of the Transfer Control Register is 0. A read of this register
will result in the data previously written or if the DIR bit of the Transfer Control
Register is set to 1, the latched data from the last data strobe. The data port is not
accessible via slave write cycles during DMA (P_DMA_ON=1). Any write cycles
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during DMA will not generate errors, the data will simply not be written.Since both
DMA and PIO share the same data register, internal loopback is possible by running a
single byte DMA cycle followed by a PIO cycle to verify the data. This will test both
the DMA and slave data paths.

The reset state of this register is undefined.

ADDR=14, Size=8 Bit

Addr Bits Description Size Type
14 7:0 Parallel Data 8 Bit R/W

Transfer Control Register (P_TCR)

The Transfer Control Register is an 8-bit register whose contents define/reflect the
state of the external interface handshake and direction control signals. The DS, ACK,
and BUSY- bits will reflect the state of the external pins, when read. Writing these
bits defines a value to be driven onto the external pins if the individual direction
select bits (DS_DSEL, ACK_DSEL, BUSY_DSEL) and the direction control bit (DIR)
are configured such that these pins are outputs. The write bits and read bits are
different. That means that values typically written to these bits may not be reflected
on a read cycle. However, by setting the EN_DIAG bit of the Operation Control
Register, these register bits become read/write (see the EN_DIAG bit description of
the OCR).

ADDR=15, Size=8 Bit

Bit Mnemonic Description Type
0 DS Data Strobe. R/W
1 ACK Acknowledge. R/W
2 BUSY Busy (active low). R/W
3 DIR gzx;fizt:.oil%zzgol. 0= Write to external R/W
4 — Unused. Reads as 0. RO

5 — Unused. Reads as 0. RO

6 — Unused. Reads as 0. RO

7 —_— . Unused. Reads as 0. RO

DS

Reading this bit reflects the state of the bidirectional p_d_strb pin. Writing this bit
with DS_DSEL=0 or with DS_SEL=1 and DIR=0 will cause the value written to be
driven onto p_d_strb. The reset state of the output latch is 0, but the value read back
from this bit after reset will reflect the input signal being driven onto p_d_strb.

ACK

Reading this bit reflects the state of the bidirectional p_ack pin. Writing this bit with
ACK_DSEL=1 will cause the value written to be driven onto p_ack if DIR=1. The reset
state of the output latch is 0, but the value read back from this bit after reset will
reflect the input signal being driven onto p_ack.

Rev. 1.0
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BUSY

Reading this bit reflects the state of the bidirectional p_bsy_ pin. Writing this bit with
BUSY_DSEL=1 will cause the value written to be driven onto p_bsy_ if DIR=1. The
reset state of the output latch is 0, but the value read back from this bit after reset
will reflect the input signal being driven onto p_bsy_.

DIR

This bit defines and controls the direction of data transfer: O=write to external device,
1= read from external device. It is also driven externally on the p_d_dir_ pin. Note
that this bit also controls the direction of DMA (except in the case of a memory clear
operation, when the MEM_CLR bit defines DMA direction). The state of the DIR bit is
reflected in the P_WRITE bit of the P_CSR. Reset state of this bit is 1.

Output Register (P_OR)

The Output Register is an 8-bit read/write register whose contents are driven onto the
corresponding external pins. In diagnostic mode (EN_DIAG=1), bits 0-2 are gated
onto Input Register bits 0-2. The external outputs remain low while diagnostic mode
is enabled. All bits are 0 after reset.

ADDR=16, Size=8 Bit

Bit Mnemonic Description Type
0 SLCT_IN Select m ’I:his bit is output on the R/W
p_slct_in pin.
1 AFXN Auto Feqd. This bit is output on the R/W
p_afxn pin.
9 INIT Ini.ti.aliz.e. This bit is output on the RIW
p_init pin.

-3 — Reserved R/W
4 —_— Reserved R/'W
5 — Reserved R/W
6 — Unused. Reads as 0 RO
7 — Unused. Reads as 0 RO

Input Register (P_IR)

The Input Register is an 8-bit read/write register whose contents reflect the state of
several external input pins and their corresponding interrupts. In diagnostic mode
(EN_DIAG=1), bits 0-2 are driven from output register bits 0-2.

ADDR=17, Size=8 Bit

Bit Mnemonic Description Type
0 ERR tEﬁ';ZI;nii;itT;i;_bit reflects the state of RO
1 SLCT Eﬁ;cet ;ﬁfﬁ;p?:;glt reflects the state RO
9 PE OPFE}T; ;x_l;);;tiyu’lll‘)l:lls Il))lxrt; 'reﬂects the state RO
3 — Unused. Reads as 0 RO
NCR89C100
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Bit Mnemonic Description Type
4 — Unused. Reads as 0 RO
5 — Unused. Reads as 0 RO
6 — Unused. Reads as 0 RO
7 — Unused. Reads as 0 RO
ERR, SLCT, PE

These bits reflect the state of the corresponding input pins.

Interrupt Control Register
This 16-bit read/write register is used to specify operation of the parallel port

interrupts. Interrupt enables, polarity, and IRQ pending bits are contained in this
register. The detailed function of these bits is described following the table. Reset

value of this register is all bits 0.

ADDR=18 Size=16 Bit

Bit Mnemonic Description Type
0 ERR_IRQ_EN When set, enables ERR interrupts. R/'W
1 ERR_IRP ERR mterrupt.rfolarity. 1=on rising R'W

edge, O=on trailing edge.
2 SLCT_IRQ_EN When set, enables SLCT interrupts. R/W
3 SLCT_IRP SLCT interrup.t.polarity. 1=on rising RIW
edge, O=on trailing edge.
4 PE_IRQ_EN When set, enables PE interrupts. R/W
5 PE_IRP PE interrupt p'o}arity. 1=on rising R/W
edge, O=on trailing edge.
6 BUSY_IRQ_EN When set, enables BUSY interrupts. R/'W
7 BUSY_IRP BUSY 1nterru1?t. polarity. 1=on rising RIW
edge, O=on trailing edge.
When set, enables ACK interrupts on R/W
8 ACK_IRQ_EN rising edge of ack.
When set, enables DS interrupts on R/W
9 DS_IRQ_EN the rising edge of ds.

10 ERR_IRQ When set, error IRQ pending. R/W1

11 SLCT_IRQ When set, select IRQ pending. R/W1

12 PE_IRQ When set, paper empty IRQ pending. R/W1

13 BUSY_IRQ When set, busy IRQ pending. R/W1

14 ACK_IRQ When set, acknowledge IRQ pending. R/W1

15 DS_IRQ When set, data Strobe IRQ pending. R/W1

NCR89C100 Rev. 1.0
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* IRQ_EN

When set, enables interrupts on the corresponding bits of the Input and Transfer
Control registers. Note that the interrupt enable bit of the PD_SCR must also be
enabled to allow a hardware interrupt to be generated.

* IRP

Defines the polarity of the edge triggered interrupts on the corresponding bits of the
Input Register. O=Interrupt generated on the 1 to 0 transition of the signal. 1=
Interrupt generated on the 0 to 1 transitions of the signal. Note that when configuring
the interrupt polarity of a given signal, it is possible to generate a false interrupt. It is
suggested that when the interrupt polarities are being programmed, interrupts be
disabled and all interrupt sources be cleared upon completion of programming.

ERR_IRQ, SLCT_IRQ, PE_IRQ, BUSY_IRQ

When set, an interrupt is pending on the corresponding bit. The interrupt is cleared
and the bit is reset when a one is written to the corresponding bit. Writing a 0 to these
locations leaves the bit(s) unchanged.

ACK_IRQ

When set, an interrupt is pending due to the receipt of p_ack. The interrupt is set on
the 0 to 1 transition of p_ack. This interrupt is intended to facilitate PIO transfers
while configured as master under master write protocol. The interrupt is cleared and
the bit is reset when a one is written to this bit. Writing a 0 to this location leaves the
bit unchanged.

DS_IRQ

When set, an interrupt is pending due to the receipt of p_d_strb. This interrupt is
intended to facilitate PIO transfers while configured as slave under master write
protocol. The interrupt is cleared and the bit is reset when a one is written to this bit.
Writing a 0 to this location leaves the bit unchanged.
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Parallel Port Interrupts

The P_INT_PEND and P_ERR_PEND bits of the P_CSR reflect whether the PP has
an interrupt source active or not. This will allow software to determine whether an
interrupt is pending on the PP by performing one register read. If P_INT_PEND is
set, then one or more of the following interrupt sources are active:

Parallel Port Control/Status Register (P_CSR):
¢ P_TC - Terminal Count.

Parallel Port Interrupt Control Register (P_ICR):
+ ERR_IRQ - Error
e SLCT_IRQ - Select
* PE_IRQ - Paper Error
¢ BUSY_IRQ - Busy
* ACK_IRQ - Acknowledge
¢ DS_IRQ - Data Strobe

If the P_ERR_PEND bit is set, the P_RESET must be toggled to reset the parallel port
to recover from the error.

Mode Selection

When switching modes of operation of the parallel port, the P_DMA_ON bit should be
0 and the IDLE bit of the Transfer Control Register should be 1 before the mode is
switched. This insures that no data transfer cycles are in progress. “Mode Selection”
in this context means handshake specification, control signal direction selection,
interface direction selection via the DIR bit of the Transfer Control Register, and mem-
ory clear operations.

Rev. 1.0
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Timing Diagrams

NOTE: These timing diagrams illustrate relationships between various DMA2 sig-
nals and SBus clock pulses. Also note that there are no diagrams for slave
(register) accesses to the SCSI in “slow” mode (fast/slow_ pin = 0). For now,
these cycles are described in terms of their corresponding “fast” cycles:

The SCSI register write cycle in “slow” mode is the same as it is in “fast” mode except
that the d_cs_ pulse is extended by three SBus clocks and the d_wr_ pulse is extended
by two SBus clocks.

The SCSI register read cycle in “slow” mode is the same as it is in “fast” mode except
that the d_cs_ pulse is extended by three SBus clocks and the d_rd_ pulse is extended
by three clocks.

Note that for both of these cycles, the sb_ack(1) pulse is delayed by the same time that
the d_rd_ or d_wr_ pulse is extended.
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sb_br_ —\
sb_bg _'\
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SBus DMA burst read (1 word/clk)
(Data flows from memory to the DMA2)
For other possible SBus cycles, see
the SBus specification; this is just one example.
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